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ABSTRACT
The 2.89-Å intradimer separation for cofacial [TCNE]2


2- (TCNE )
tetracyanoethylene) dimers is twice that of conventional C-C
bonds but ∼0.6 Å shorter than the sum of the van der Waals radii.
Experimental and computational studies best characterize the
intradimer bonding as a 2-electron-4-center (2e--4c) C-C bond-
ing interaction (or bond). This nonconventional bonding exhibits
unique spectroscopic properties (new, lower energy electronic
absorption, new νCC and new and shifted νCN and δCCN vibrational
absorptions, and characteristic 13C NMR chemical shifts) and is
diamagnetic. [TCNE]2


2- is a prototype of a growing number of
organic compounds that are best described by multicenter C-C
bonding.


Introduction
Chemical bonds, as first invoked by Gilbert N. Lewis,1


involve a shared pair of electrons and are the basis of
directional covalent bonding that today permeates all


aspects of chemistry, particularly organic and biochem-
istry. Lewis’ paradigm-shifting perspective and subsequent
more detailed analyses and extension to include reso-
nance by Linus Pauling2 (among many others) dictate that
orbital overlap is essential for bond formation. The dis-
covery of electron-deficient boranes led to the apprecia-
tion of three-center (3c) BHB 2e- bonds,3 which explained
the bonding and structures of now innumerable boranes
and related compounds but not carbon-based bonding.


Three-center (3c) bonds, being a significant departure
from the overwhelming number of two-center bonds, are
a last resort when conventional 2c bonding descriptions
fail, as occurs for boranes. In contrast, the structures and
bonding for all organic compounds, even esoteric and
exotic examples, are well described by 2c bonding.
Recently, however, the description of the structure of
[TCNE]2


2- (TCNE ) tetracyanoethylene, 1) dimer dianion


with a substantial sub-van der Waals intradimer separa-
tion required multicenter C-C bonding interactions (or
bonds) to describe the structure, bonding, and spectro-
scopic properties and is prototypical of a growing number
of organic compounds that are best described by multi-
center bonding.


The understanding of the nature of these sub-van der
Waals multicenter interactions and their associated bond-
ing, which cannot be described in a conventional manner,
is a specific focus of this Account. Clearly other groups
worldwide have and continue to make important contri-
butions in the understanding multicenter C-C bonding;
however, due to the nature of this journal, work from our
laboratory is primarily dwelled upon.


Four-Center (4c) Bonding in [TCNE]2
2-


TCNE (1) and [TCNE]•- (1•-) are planar, and their struc-
tures as well as electronic structures, are well character-
ized.4 Most notably, addition of an electron to the TCNE
antibonding LUMO yields the [TCNE]•- SOMO and con-
comitant reduction of the sp2-C-C bond order from 2 to
1.5 in accord with the distance increasing from 1.349(6)
to 1.394(11) Å.5 {Reduction to [TCNE]2- further reduces
the bond order to 1 in accord with its longer 1.488(4) bond
length, and due to the free rotation expected for a single
bond, it is nonplanar.5}


In addition to 1•-, [TCNE]•- can form its σ-dimer
octacyanobutanediide, [C4(CN)8]2-,6 2, and as focused
upon in this Account, its π-dimer [TCNE]2


2-, 3. Albeit rarer
than the π-dimer 3, 2 can be stabilized with di- or trivalent
cations bound to the four terminal nitriles, and although
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the central C-C bond is relatively long (∼1.6 Å), it can
be described as a weak sp3-C-C bond.6


In contrast, the π-dimer [TCNE]2
2-, 3, has respective


1.42 and 2.89 Å intra- and inter-TCNE C-C bond lengths.
First crystallographically characterized in 1981,7 17 struc-
tures with different cations have been reported to date.
Although the cations range from being covalently bonded
to the [TCNE]•- {as occurs for [CuI(PPh3)3(TCNE)]2


8} to
those with strong electrostatic interactions {as occurs for
TlI


2[TCNE]2
9} to those with distant, weak electrostatic


interactions {as occurs for [Fe(C5H4)2C3H6]2[TCNE]2
7 and


[Ni-Pr4]2[TCNE]2
10}, the cations do not affect the structure


of the [TCNE]2
2- dimer. Large single crystals are frequently


formed (Figure 1).
The 2.89-Å intradimer C-C distance far exceeds 1.54


Å found in the diamond allotrope of carbonsthe length
of a single bond between sp3-hybridized carbons and the
longest of all common C-C bonds, although elongated
sp3-hybridized C-C bonds as great as 2.0 Å have been
reported.11 Nonetheless, this distance is also substantially
less than sum of the van der Walls radii for aromatic
organic compounds (3.45 ( 0.05 Å),2c,12 indicative of
bonding. These self-assembled cofacial dimers may be
considered as supramolecular aggregates with intradimer
C-C distances nearly twice that of typical C-C bonds. In
addition to the 2.89 Å intradimer separation, the nitriles


bend away from the nominal plane of the central C-C
bonds by 5.3° (3′) suggestive that something is holding
the two [TCNE]•- fragments together, in addition to
admixing of sp3 hybridization to the sp2 C atoms.


These observations piqued our curiosity and led to
investigations (experimental and computational) aimed
at unraveling the nature of the intradimer interactions.
From DFT calculations at the UBLYP/6-31+G(2d,2p) level,
the bonding for 3 can be described as the b2g SOMOs on
the two [TCNE]•- fragments interacting to form dimer b2u


HOMO bonding and b1g LUMO antibonding orbitals
(Figures 2 and 3).13,14 Hence, the [TCNE]2


2- HOMO has
the 2e- distributed equally over the four central C atoms.FIGURE 1. Single crystal (114 mg) of [MeNC5H5]2[TCNE]2.


FIGURE 2. b2u HOMO (a) and b1g LUMO (b) of [TCNE]2
2-.


FIGURE 3. MO diagram arising from the overlap of two b2g SOMOs
on each [TCNE]•- forming the [TCNE]2


2- b2u HOMO and b1g LUMO.
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What is the nature of thissa 2e--4c bond or bonding
interaction? In fact, it begs the question of what is a bond.
If the MO diagram (Figure 3) describes the bonding, then
it provides a basis to predict several experimentally
testable spectroscopic as well as magnetic properties.


The MO diagram (Figure 3) predicts that [TCNE]2
2-


should exhibit a new (allowed) electronic transition (UV-
vis) not observed for [TCNE]•-. In addition, [TCNE]2


2-,
being an independent 20 atom species, should exhibit IR
allowed absorptions that differ with respect to that
observed for [TCNE]•-. Finally, the MO diagram predicts
a singlet 1Ag ground state for [TCNE]2


2-, and hence it
should be diamagnetic and exhibit sharp NMR resonances
typical of diamagnetic compounds. These data should be
self-consistent, in accord with expectations, thus validat-
ing the MO description that [TCNE]2


2- is best described
by a 2e--4c bond. The triplet state lies higher in energy
than the single state.13,14


The MO diagram predicts an allowed 1Ag (b2u
2b1g


0) f
1B1u (b2u


1b1g
1) (or S0 f S1) electronic transition that is not


present for [TCNE]•-.4 [TCNE]•- has an absorption at
23 400 cm-1 (428 nm, 2.90 eV) that possesses 17 vibrational
overtones4 and is orange in color (and yellow in solution)
(Figure 4). In contrast, salts possessing [TCNE]2


2- exhibit
a new, lower energy absorption, ∼17 150 cm-1 (583 nm,
2.13 eV), which varies by ∼7% depending on the cation,
that accounts for the purple color these crystals have when
viewed with reflected light (Figure 4). This new absorption
is attributed to the MO-predicted 1Ag f 1B1u transition,
consistent with bond formation.


Dissolution of purple crystals of [NEt4]2[TCNE]2 in CH2-
Cl2 yields a yellow solution of [TCNE]•- (Figure 4) due to
the equilibrium 2[TCNE]•- ) [TCNE]2


2- being shifted to
the left. In accord with Le Châtelier’s principle, reducing
the temperature shifts the equilibrium to the right, and
the absorption spectrum of red (18 940 cm-1, 528 nm, 2.35
eV) [TCNE]2


2- is observed at lower temperature (Figure
4).13b Jay K. Kochi’s group carefully studied the tempera-
ture dependence of this equilibrium constant (∼7 × 10-4


mol-1 at 298 K in CH2Cl2) by UV-vis spectroscopy and
determined -∆H, nominally the dimer bond dissociation
energy, to be 42.4 ( 4 kJ mol-1 (8.8 ( 1 kcal mol-1) and
entropy to be -41 eu.15 Hence, expectedly the 2e--4c
bond is a weak bond.


Twenty-atom [TCNE]2
2- should exhibit a different IR


spectrum with respect to ten-atom [TCNE]•-. Planar
[TCNE]n (n ) 0, 1-) should exhibit two νCN and one δCCN


IR-allowed absorptions, while the νCC absorption is forbid-
den due to symmetry.4 The νCN absorptions occur at 2262
and 2228 and at 2183 and 2144 cm-1 for TCNE and
[TCNE]•-, respectively,5 while the δCCN absorptions occur
at 522 cm-1 for both TCNE and [TCNE]•-.13b In contrast,
as a result to a computational analysis,13 [TCNE]2


2- should
exhibit a νCC, three νCN, and three δCCN IR-allowed absorp-
tions. These seven absorptions occur at 1364(2), 2191(2),
2173(2), 2161(2), 549(3), 529(4), and 515(2) cm-1 (Figure
5), respectively. The predicted (a) presence of the formally
symmetry-forbidden νCC absorption and (b) splitting of
both the δCCN and νCN absorptions with respect to [TCNE]n


FIGURE 4. UV-vis spectra of [TCNE]•- in MeCN solution and as a
KBr pellet (orange), and representative [TCNE]2


2- as the Tl+ and
[Fe(C5H4)2C3H6]+ salts in the solid state as KBr pellets. The yellow
and red colored solution are the [NEt4]2[TCNE]2 dissolved in CH2Cl2:
at room temperature [TCNE]•- is present, while at ca. -90 °C, due
to the 2[TCNE]•- ) [TCNE]2


2- shifting to the right, [TCNE]2
2- is


present. The orange crystals are [NBu4][TCNE], while the purple
crystals are [NEt4]2[TCNE]2.


FIGURE 5. IR spectra of [NPr4]2[TCNE]2 possessing [TCNE]2
2- (a), [NPr4]2[TCNE]I3 possessing [TCNE]•- (b), and [NPr4]I in the νCN, νCC, and


δCCN absorption regions.10
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indicates a geometry change consistent with [TCNE]2
2-


being a stable species possessing 2e--4c bonding.
The 2e--4c bonding described by the MO diagram


(Figure 3) predicts that unlike doublet [TCNE]•-, [TCNE]2
2-


is closed shell and has a singlet 1Ag ground state. The 1Ag


ground state is in accord with the temperature depen-
dence of the magnetic susceptibility, which in conjunction
with higher temperature EPR data, does not reveal evi-
dence for either doublet or triplet states, in agreement
with computational results.13b The diamagnetic nature and
2e--4c bonding for [TCNE]2


2- is further in evidence from
the 13C magic angle spinning (MAS) NMR spectra.16 The
δ|, δ⊥, δ⊥′, and average δiso tensors for [NEt4]2[TCNE]2 {and
[TDAE][TCNE]2 [TDAE ) tetrakis(dimethylamino)ethyl-
ene]} lie midway between the values for [TCNE]n (n ) 0,
2-) and in accord with the computed Wiberg charge for
the central C atoms (Figure 6).


Thus, the structural (2.89-Å intradimer separation, and
5.3° bending away of the nitriles from the nominal plane
of the central sp2-like carbons atoms), spectroscopic (new
lower energy electronic absorption, new νCC and new and
shifted νCN and δCCN vibrational absorptions, and charac-
teristic 13C NMR δ|, δ⊥, δ⊥′, and average δiso chemical
shifts), and magnetic (diamagnetic ground state) data in
addition to the results from DFT MO calculations support
the existence of [TCNE]2


2- being an independent species
composed of two [TCNE]•-’s bonded via a 2e--4c bond.
But is it really a bond, or perhaps more generally what is
a bond?


What is a Chemical Bond?
The evolution of the concept of a chemical bond is
discussed in the introduction. Linus Pauling, the most
quoted definer of a bond, states2b


...there is a chemical bond between two atoms or
groups of atoms in the case that the forces acting
between them are such as to lead to an aggregate with


sufficient stability to make it convenient for the
chemist to consider it as an independent molecular
species.


But always bear in mind Robert Mulliken’s insight that
“The chemical bond is not so simple as people think.”17


One might argue that Pauling’s definition tells us nothing,
because it is untestable via experiment, and the conven-
ience clause opens the door to kooks (me?) and other
fringe groups to peddle their “bonds”. Alternatively,
Pauling’s definition can be viewed as a deep clairvoyant
insight into chemistry. Is the 2e--4c “bond” discussed
above a bond, or as suggested, is it a bonding interaction
(etc.)? I, and others, see this as a semantic difference. I
prefer to call it a bond due to the unique properties
associated with the dimer making it both convenient and
necessary to invoke the term bond to explain the new
structural, spectroscopic, and magnetic properties associ-
ated with this interaction and formation of [TCNE]2


2-, in
addition to its directional nature. While I prefer the term
bond, this preference is not as important as the exciting
new chemistry that has evolved.


I would be remiss not to point out Richard F. W.
Bader’s testable, at least computationally, definition:


The existence of a (3,-1) critical point and its
associated atomic interaction line indicates that
electronic charge density is accumulated between the
nuclei that are so linked...a necessary condition if two
atoms are to be bonded to one another.18


Suffice it to say that [TCNE]2
2- exhibits two (3,-1) bond


critical points13b in accord with this definition. However,
the lively contemporary discourse19 on whether the exist-
ence of a bond critical point is a necessary and sufficient
condition of a chemical bond has not been resolved; thus,
it is not being presented herein as evidence (primary or
supporting) of bond formation.


As noted earlier, CuI(PPh3)3(TCNE) (5) crystallizes with
formation of [TCNE]2


2- dimers, albeit one N from each
monomer bonds to a Cu(I) site.8a In contrast, MnII(C5H5)-
(CO)2(TCNE) (6), also with one N bonded to a Mn(II) site,20


unlike 5, has an IR spectrum (and structure) that differs
from that which is typical of [TCNE]2


2-. A computational
study targeting why MnII(C5H5)(CO)2(TCNE) does not form
the [TCNE]2


2-21 dimer led to the revelation that due to the
electron spin on the low-spin Mn(II) site (Figure 7b),
which is lacking for Cu(I) (Figure 7a), the Mn(II) spin
couples to the [TCNE]•- weakening the [TCNE]•-‚‚‚[TCNE]•-


interaction needed to form [TCNE]2
2-. Hence, it is useful


for the design of new [TCNE]--based molecule-based
magnets, where such dimerization is to be avoided, or
π-dimers with 2e--4c bonds.


Four-center bonding, albeit rare, has been established
for several second row elements. Oxidation of, for ex-
ample, S4N4 forms [S3N2]+, which dimerizes to [S6N4]2+.
The 2.00-Å intradimer S‚‚‚S distance in [S6N4]2+ is ∼0.7 Å
less than the sum of the van der Waals S radii and in
accord with a 2e--4c S-S bond.22 Likewise, reaction of


FIGURE 6. Chemical shifts of δ|, δ⊥, δ⊥′, and average δiso tensors
for TCNE, [TCNE]2-, and [TCNE]22- as a function of charge (Wiberg)
on the central sp2 C atom.16
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P2CN(i-Pr)2 with BF3 forms dimeric [P2CN(i-Pr)2]2 pos-
sessing sub-van der Waals 2e--4c P-P bonds.23


Multicenter C-C bonding
In addition to the 2e--4c C-C bonding for [TCNE]2


2-,
multicenter π bonding or interactions have been described
in the literature, although not characterized in detail as
for [TCNE]2


2-. Both 2e--3c and 2e--4c C-C bonds have
been invoked for the successive one-electron -78 °C
oxidation products of [2.2.2.2]pagodane with SbF5/SO2-
ClF;24 however, {[2.2.2.2]pagodane}n (n ) 1+, 2+) are
unstable with rearrangements occurring.


The paucity of characterization undoubtedly arises in
part from the computational complexity of larger systems,
of which [TCNE]2


2- is the smallest, and thus its concep-
tional simplicity enables a 2e--4c C-C bond to be drawn
via two straight lines (3 and 3′). Dimeric examples of
compounds exhibiting multicenter bonding include other
dianions {e.g., 7,7,8,8-tetracyano-p-quinodimethanide,
[TCNQ]•-,15,25 perfluoro-TCNQ [TCNQF4]•-,25b,26 2,3-dichloro-
4,5-dicyanobenzoquinonide, [DDQ]•- 15,27}, dications {e.g.,
tetrathiafulvalenium, [TTF]+,28 tetramethylphenylenedi-
aminium, [TMPD]+,29 and octamethylbiphenylenium30},
and neutral radicals (e.g., phenalenyl).31 These dimers all
have sub-van der Waals intradimer separations and
greater than four centers (2e--nc; n > 4), and frequently
have slipped, not eclipsed, cofacial structures as solely
occur for [TCNE]2


2-. Being far more complex systems, they
have not been characterized in detail but warrant further


theoretical and experimental studies, as is ongoing in our
laboratories.


Besides dimers possessing multicenter C-C bonding,
the electronic structure for several materials with extended
linear chains exhibiting metal-like electrical conductivity
have been described via a delocalized electron energy
band (partially oxidized or reduced) that in reality is based
on nearest neighbor multicenter C-C (π) bonding. This
occurs for uniform segregated chains of reduced TCNQ
exhibiting metal-like electrical conductivity. [TTF][TCNQ]
is a particularly excellent example because multicenter
C-C bonding occurs for both the uniform segregated
slipped chains of partially oxidized TTF and partially
reduced TCNQ.32


Recently the reaction of tetrakis(dimethlyamino)eth-
ylene, TDAE, with 1,2,4,5-tetracyanobenzene, TCNB, was
reported to form [TDAE][TCNB]3‚MeCN.33 The oxidation
state of [TDAE]n (n ) 0, 1+, 2+) was ascertained from the
1.511-Å central C-C bond distance, the 73.8° NCCN
dihedral angle, and the υNCN doublet at 1671 and 1648
cm-1 that are expected for n ) 2+.34 Hence, from charge
conservation [TDAE]2+[TCNB]3


2- is present.
The intratrimer charge distribution was experimentally


and computationally investigated to distinguish among
the following formal distributions: (i) [TCNB]-[TCNB]--
[TCNB]0 {and [TCNB]-[TCNB]0[TCNB]-}, (ii) [TCNB]0-
[TCNB]2-[TCNB]0 {and [TCNB]2-[TCNB]0[TCNB]0}, or de-
localized (iii) [TCNB]2/3-[TCNB]2/3-[TCNB]2/3, or (iv)
[TCNB]1/2-[TCNB]-[TCNB]1/2-, and iv was identified to be


FIGURE 7. Spin density distribution for CuI(PPh3)3(TCNE) [represented by CuI(PH3)3(TCNE)] (a) and MnII(C5H5)(CO)2(TCNE) (b) (isosurface of
0.002 e-/bohr3 showing positive spin (blue) and negative (yellow) density regions).21
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the best formal description.33 Hence, the dianion is
composed of an isolated triad of reduced TCNBs, 7, with
the 2- charge delocalized over the entire triad. DFT
calculations at the MP2/6-31g(d) level indicate that the
bonding for 7 is best described as the frontier au MOs on
three TCNBs interacting to form a trimer au HOMO
bonding orbital (Figures 8 and 9). It should be noted that
the au [TCNB]•- SOMO and consequently the au [TCNB]3


2-


HOMO have nodes at the CH carbon atoms that are
nonbonding components of the wavefunction and thus
do not contribute to the overall bonding.35a Hence, the
2e- au HOMO of [TCNB]3


2- formed from three au TCNB
MOs involves 12 sub-van der Waals C-C distances (7) and
can be described as a 2e--24c C-C bonding orbital.
However, due to the nodes at the CH carbon atoms, those
four pairs of carbon atoms cannot contribute to the


overlap; hence, [TCNB]3
2- is best described as a 2e--16c


C-C bonding interaction and represents a complex mul-
ticenter bonded system.


Conclusion and Future
Two-electron, four-center (2e--4c) C-C bonding interac-
tions (or bonds) have been established for [TCNE]2


2-, and
it is the prototype for other compounds and ions exhibit-
ing multicenter C-C bonding. This is an embryonic area
of organic chemistry where synthesis will undoubtedly
lead to unexpectedly new examples with new attributes.
Examples of multicenter bonding exist for cation, neutral
radical, and anion dimers, as well as trimeric and extended
chains. New examples are needed to develop a detailed
understanding and exploitation of multicenter C-C bond-
ing.
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Llop, J.; Viñas, C.; Teixidor, F.; Victori, L.; Kivekäs, R.; Sillanpää,
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ABSTRACT
The rates of formal abstraction of phenolic hydrogen atoms by free
radicals, Y• + ArOH f YH + ArO•, are profoundly influenced by
the hydrogen-bond-accepting and anion-solvation abilities of
solvents, by the electron affinities and reactivities (Y-H bond
dissociation enthalpies) of radicals, and by the phenol’s ring
substituents. These apparently simple reactions can occur by at
least three different, nonexclusive mechanisms: hydrogen atom
transfer, proton-coupled electron transfer, and sequential proton-
loss electron transfer. The delicate balance among these mecha-
nisms depends on both the environment and the reactants. The
main features of these mechanisms are described, together with
some interesting kinetic consequences.


The autoxidation of organic materials, RH, as varied as
lubricating oils, edible fats, and lipids in living organisms,
are free radical chain reactions:


The rates of these oxidative degradations can be decreased
by the addition of low concentrations of phenols because
peroxyl radicals react more rapidly with phenols than with
RH, that is, k5 . k3.1 Aryloxyl radicals generally trap a
(second) peroxyl because they are too unreactive to
continue the chain:


In 1964, values of k3/k5 were reported for four phenols
in up to 12 solvents.2 These ratios increased with increas-
ing solvent polarity, for example, with para-cresol, ratios
were 2.1 × 10-3 in decane and 36 × 10-3 in acetonitrile,


changes that were attributed to reductions in k5 caused
by hydrogen bond (HB) formation between the phenolic
hydroxyl group and HB-accepting (HBA) solvents.


Later, Scaiano and co-workers3 employed laser flash
photolysis (LFP) to show that reaction 7 exhibited kinetic


solvent effects (KSEs), for example, for phenol k7 (M-1 s-1)
) 3.3 × 108 in benzene, 1.5 × 107 in tert-butanol, and 4.7
× 106 in pyridine. These KSEs were also attributed to HB
formation by the phenol.


Hydrogen Atom Transfer (HAT) and “Normal”
KSEs
Systematic studies of KSEs for reaction 7, and for related
reactions such as reaction 8, only began in 1995,4 2 years


after it had been demonstrated that HAT from saturated,5


reaction 9, and unsaturated6 hydrocarbons by alkoxyls


exhibited no KSEs, for example,5 at 30 °C, k9 ) (1.24 (
0.12) × 106 M-1 s-1 in six solvents including CCl4, t-BuOH,
MeCN, and MeCO2H. This meant that the large KSEs
found for reactions 7 and 8 were not due to a solvent
modulation of t-RO• reactivity and must, therefore, be due
to a modulation of the reactivities of these hydroxylic
substrates, that is, to HB formation.


The KSEs for HAT from a HB donor (HBD) substrate,
XH, to a radical, Y•, were accounted for quantitatively via
Scheme 1 and three accompanying assumptions: (i) Each
XH molecule can HB with only one molecule of HBA
solvent, S. (ii) The equilibrium constant for HB formation,
KXH/S


S , is independent of the properties (e.g., dielectric
constant) of the surrounding medium. (iii) HAT cannot
occur from the HB complex, XH‚‚‚S, for steric reasons. It
occurs only from “free” XH, and this reaction possesses a
characteristic rate constant, kXH/Y•


0 , that is equal in mag-
nitude to the measured rate constant in a non-HBA
solvent, that is, a saturated hydrocarbon.


According to Scheme 1, the experimental rate constant
for HAT in a HBA solvent, S, is given by


This equation led to the prediction that for any two
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Scheme 1. HAT and a “Normal” Kinetic Solvent Effect


Initiation: Formation of R• (1)


Propagation: R• + O2 f ROO• (2)


ROO• + RH f ROOH + R• (3)


Termination: ROO• + ROO• f nonradical products
(4)


ROO• + ArOH f ROOH + ArO• (5)


ROO• + ArO• f non-radical products (6)


t-RO• + ArOH f t-ROH + ArO• (7)


t-RO• + t-BuOOHf t-ROH + t-BuOO• (8)


t-RO• + c-C6H12 f t-ROH + c-C6H11
• (9)


kXH/Y•
S ) kXH/Y•


0 /(1 + KXH/S
S ) (I)
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solvents, S1 and S2, the ratio kXH/Y•
S1


/kXH/Y•
S2


, would be
independent of the reactivity of Y•, that is, independent of
the absolute values of kXH/Y•


S1
. This prediction was quickly


confirmed7 using as Y•’s both highly reactive t-RO• radicals
(kinetics using LFP) and the very much less reactive,
stable, and strongly colored 2,2-diphenyl-1-picrylhydrazyl
(dpph•) radical (kinetics using a simple spectrophoto-
meter). Two XH substrates were employed, phenol using
eight solvents and another phenol, R-tocopherol (R-TOH,
vitamin E), using 13 solvents. Plots of log(kPhOH/RO•


S )
versus log(kPhOH/dpph•


S ) and of log(kR-TOH/RO•
S ) versus


log(kR-TOH/dpph•
S ), see Figure 1, gave straight lines with


slopes of unity and only a few “outlier” solvents. In any
one solvent, the rate constant for the RO• reaction was
larger than that for the dpph• reaction by a factor of 1.6
× 106 for R-TOH and by an astonishing 1 × 1010 for
phenol. For R-TOH, there were three outliers. Two were
due to the RO• reaction being diffusion-limited in two
alkanes, hexadecane (3) and octane (2). The third outlier
was tert-butanol (13), also the only outlier solvent in the
phenol plot.


In any analysis of solvent effects on chemical reactions,
it is customary to seek a linear relationship between some
empirical solvent parameter and the logarithm of the rate
constant for the reaction, that is, a linear free-energy
relationship. The â2


H values of Abraham et al.8 provide
the most reliable scale of relative HBA activities. (The
earlier â-constants purporting to measure the same
quantities contain significant contributions from anion
solvation abilities.)9 The â2


H constants represent a general
thermodynamically related scale of solute HB basicities
in CCl4 and range in magnitude from 0.00 for alkanes to
1.00 for hexamethylphosphortriamide (the strongest or-
ganic base). Values of â2


H are determined using IR spec-
troscopy to measure equilibrium constants for 1:1 complex
formation between XH, the HB donor (HBD), and a


“calibrated” HBA, B, in CCl4 at room temperature.8


Plots of log(k, M-1 s-1) against â2
H for reaction 7 (ArOH


) PhOH and R-TOH) and reaction 8 gave straight lines,
see Figure 2.10 Straight lines were also obtained with many
other phenols10 and with aniline.11 The slopes of all these
lines are proportional to Abraham et al.’s12 R2


H constants
for XH. Values of R2


H are determined using “calibrated”
HBAs in the same manner as â2


H constants. They provide
a measure of the relative abilities of solutes to act as HBDs
and range in magnitude from 0.00 (alkanes) to ∼1 for
strong acids (CF3CO2H).12 The KSEs for HAT from phenols,
hydroperoxides, aniline, and hydrocarbons are quantita-
tively described by10


This equation even applies to the radical/radical reaction
11 for which kHOO•/HOO•


H2O ≈ 106 M-1 s-1 both by calculation


and by experiment.13 Indeed, eq II applies whether the
reaction occurs by a simple HAT mechanism involving the
motion of a proton with one of its bonding electrons or
by proton-coupled electron transfer (PCET) in which the
proton moves between two electron pairs and the ac-
companying fifth electron moves between nonbonding
orbitals, see below.


In Figure 2, the final point for each substrate corre-
sponds to the solvent, tert-butanol. Since these three
points fall close to the best lines through all points, they
must reflect the HBA activity of tert-butanol. This means
that the deviant tert-butanol point in Figure 1 must arise
because the R-TOH/dpph• reaction is considerably faster
than expected from this solvent’s HBA activity (â2


H). This
and the similar deviant behavior of the PhOH/dpph•


reaction in tert-butanol were the first anomalous KSEs
where a formal HAT reaction was faster than predicted
by eq II.


FIGURE 1. Log/log plot for the reactions of R-tocopherol with tert-
butoxyl and 2,2-diphenyl-1-picrylhydrazyl. Solvent designations: n-
pentane (1), n-octane (2), n-hexadecane (3), tetrachloromethane (4),
chlorobenzene (5), benzene (6), anisole (7), acetonitrile (8), acetic
acid (9), methyl acetate (10), ethyl acetate (11), γ-valerolactone (12),
and tert-butanol (13). The line in this figure has a slope ) 1.0.
Reproduced from ref 7. Copyright 1995 American Chemical Society.


FIGURE 2. Plots of log( kXH/t-RO•
S , M-1 s-1) vs the â2


H value for the
solvent, S, for XH ) R-tocopherol (9), phenol (×), and tert-butyl
hydroperoxide (O). Reproduced from ref 10. Copyright 2001 American
Chemical Society.


XH + B y\z
K


HX/B
CCl4


XH‚‚‚B (10)


log(kXH/Y•
S , M-1 s-1) ) log(kXH/Y•


0 , M-1 s-1) - 8.3R2
Hâ2


H


(II)


HOO• + HOO• f HOOH + O2 (11)
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Anomalous KSEs and Sequential Proton-Loss
Electron Transfer (SPLET)
Exploratory studies of HAT from R-TOH to cumylperoxyl14


and to alkyl15 radicals showed that in tert-butanol the
peroxyl reaction was significantly faster than predicted by
eq II (i.e., ROO• behaved like dpph•) but the alkyl reaction
occurred at the “expected” rate (i.e., R• behaved like
RO•).


The high reactivity of RO• prohibited kinetic measure-
ments in alcohols other than tert-butanol. This restriction
does not apply to dpph•, a radical isoelectronic with
peroxyls and widely used in “antioxidant” studies. Values
of kArOH/dpph•


S were determined by monitoring the loss of
dpph• spectrophotometrically at 517 nm (ε ≈ 11 000 M-1


cm-1) using a stopped-flow instrument.16 A large excess
of ArOH was generally employed, and the complete loss
of dpph• occurred with pseudo-first-order kinetics with
13 phenols in numerous alcohol and nonalcoholic solvents
with rates proportional to the concentration of ArOH; that
is, these reactions followed bimolecular kinetics:16


However, rate constants in alcohols were larger than
predicted by eq II.16 In fact, for some 2,6-di-tert-butyl-4-
sustituted phenols, the rate constants in methanol and


ethanol were even larger than those in heptane! Moreover,
the very acidic 2,6-di-tert-butyl-4-cyanophenol’s rate con-
stants in nonalcoholic, polar solvents, such as acetonitrile,
THF, and DMSO, were also greater than those in hep-
tane.16 Rate constants for phenols in alcohols were
increased by the addition of 2 mM sodium methoxide and
were decreased by added acetic acid (Figure 3). It was
concluded16 that ArOH/dpph• reactions could occur by a
combination of the classical HAT mechanism and a
process involving the phenoxide anion, later dubbed17


sequential proton-loss electron transfer, SPLET, see Scheme
2. In all solvents examined, these ArOH/dpph• reactions
followed bimolecular kinetics, both under HAT-only con-
ditions (non-ionizing solvents and ionizing solvents con-
taining sufficient acetic acid to eliminate SPLET) and when
SPLET contributed ∼10% to 99% to kexptl.16


The SPLET mechanism was discovered independently
by Foti et al.18 during a kinetic study of the reactions with


FIGURE 3. Log(kArOH/dpph•
S , M-1 s-1) vs â2


H: (a) 2,6-t-Bu2-phenol, (b) 2,6-t-Bu2-4-Me-phenol, (c) 2,4,6-Me3-phenol, and (d) 2,6-t-Bu2-4-CN-
phenol. Non-alcoholic solvents are given as filled circles: n-heptane (1), di-n-butyl ether (2), acetonitrile (3), THF (4), and DMSO (5). Open
circles denote alcoholic solvents: methanol (6) and ethanol (7). Rates in acidified (10 mM acetic acid) alcohols are shown by filled stars:
methanol (left) and ethanol (right). The star in plot d denotes methanol containing 1.7 M acetic acid. The lines in plots a-c were drawn using
only data for the five nonalcoholic solvents. Modified from ref 16.


Scheme 2. “Anomalous” Kinetic Solvent Effect


-d[dpph•]/dt ) kexptl[ArOH][dpph•] (III)
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dpph• of some cinnamic acids and esters (reaction 12) in
methanol and ethanol:


The key observation was that the esters were 3-5 times
more reactive than the acids, a result interpreted as “self-
suppression” of phenol ionization by the carboxylic acid,
that is, self-suppression of SPLET in the acids.18


Factors Affecting the HAT/SPLET Mechanistic
Duo
The rate of consumption of dpph•, or more generally Y•,
is given by


The relative contributions of HAT and SPLET are sensitive
to both reactants and solvent. Since kET will normally be
much greater than kHAT, even a very low X- concentration
can produce a large rate enhancement.


The rate of HAT, and hence its contribution to the
measured rate, is given by eq II. The rate of SPLET will be
influenced by all factors that affect XH ionization and the
electron affinity of Y•:


1. Role of XH in XH Ionization. Other things being
equal, the concentration of X- in solvents that support
ionization will increase with an increase in XH acidity. For
phenols, electron-withdrawing substituents (EWS) in-
crease O-H bond dissociation enthalpies19 and hence
decrease kHAT, but they also increase phenol acidities and
hence increase X- concentration. However, the EWS’s
phenoxide stabilizing effects will decrease kET, and thus
the EWS’s overall effects on SPLET’s contribution to the
measured rate are difficult to forecast.


2. Role of Solvent in XH Ionization. The degree of
ionization of XH depends on both a bulk property of the
solvent, its relative permittivity (dielectric constant), εr, and
a molecular property, its relative ability to solvate, and
hence stabilize, anions (X-), as quantified by Swain et al.’s
A values.9,20,21 HAT will generally dominate XH/Y• reactions
in solvents having low εr and A values, notably alkanes
(1.8 and 0.00), but also 1,4-dioxane (2.2, 0.19) and ethyl
acetate (6.0, 0.21). SPLET will be favored in solvents having
high εr and A values, notably water (78, 1.00), but also
methanol (33, 0.75) and ethanol (25, 0.66).


3. Electron Affinity (EA) of Y•. In water, EA(Y•) can be
quantified by the one-electron reduction potential, Ered


0 ,
of the Y•/Y- couple, a quantity that for ROO•/ROO- has
been shown to correlate linearly with the pKa of ROOH.22


The enhanced rate constants found in tert-butanol for the
reactions of phenol or R-TOH with dpph•7,16 (dpph-H, pKa


8.5) and cumylperoxyl14 (PhMe2COOH, pKa 13) but not
with tert-alkoxyl10,11 (Me3COH, pKa ) 19.2) and primary
alkyl15 (PhCMe3, pKa ∼50) arise because the first two of


these four radicals have EAs great enough for them to
oxidize phenoxide anions (SPLET), while the EAs of the
last two radicals are too low for similar electron transfers
(ET). However, even when there is positive driving force
for the X- + Y• f X• + Y- ET, there may be insufficient
ionization of XH for significant SPLET. For example,23 in
acetonitrile (εr ) 36, A ) 0.37), the anion of an R-TOH
analog has Eox


0 ) -0.47 V (vs SCE) and is rapidly oxidized
by a dpph• analog (Ered


0 (dpph•) ) 0.18 V vs SCE) but the
dpph• reactions with R-TOH7 and other phenols7,16 ap-
parently occur solely by HAT; see, for example, Figure 1,
point 8.


XH + Y• Reactions in Water
The unique properties of water make ET far more com-
mon in it than in organic solvents.


Kinetic studies of XH + Y• reactions using pulse
radiolysis have largely been confined to water, but in
compensation, there is pH control and ability to generate
radicals having a wide range of reduction potentials. With
peroxyls, for example,24 Ered


0 vs NHE range from 0.71 V
(Me3COO•), through 0.94 V (MeOO•) and 1.23 V (ClCH2-
OO•) to 1.44 V (Cl3COO•), while the O-H bond dissociation
enthalpies (BDEs, kcal/mol) and pKa’s (in italics) of the
corresponding hydroperoxides are 88, 13 (Me3COOH); 92,
11; 96, 9.5; and 101, 8.7 (Cl3COOH), so the rates of both
ET and HAT reactions increase along this series of
peroxyls.25 The oxidation potentials of phenoxides, Eox, are
known to correlate linearly with their parent phenols’
pKa’s.26


The one-electron oxidation of phenoxide, ArO- f ArO•


+ e-, is thermodynamically preferred over the one-
electron oxidation of the corresponding phenol, ArOH f


ArO• + H+ + e-. For example, at pH 10, Eox of 2,4,6-tri-
tert-butylphenol and its phenoxide are +0.13 V and -0.093
V, respectively.27 Thus, even a slight degree of phenol
ionization can contribute significantly to its measured rate
of reaction with a one-electron acceptor, a phenomenon
well-known to the pulse radiolysis fraternity.28 Indeed, the
pKa of XH can generally be obtained from plots of
k(XH/X-)+Y• against pH, and for polyhydroxylated aromatics
such as flavonoids, these plots have been shown to fit their
several pKa’s.29


Proton-Coupled Electron Transfer (PCET)
Identity reactions (XH + X• f X• + XH, and other nearly
thermoneutral reactions) involving HAT between two
oxygen atoms have long been known to have much higher
rate constants and much lower activation enthalpies and
Arrhenius pre-exponential factors than HAT between two
carbon atoms.30 For many years, this was attributed to
differences in triplet repulsion between the two heavy
atoms in the transition state (Xv HV Xv)q.31 In 2002, this
explanation was shown to be invalid by Shaik et al.,32 but
with serendipidous timing, a new and simple explanation
for (O• + HO)/(C• + CH) differences was soon provided
by Mayer et al.33 Their DFT calculations showed that the
transition states for the PhO• + PhOH and PhCH2


• +


-d[Y•]/dt ) kHAT[XH][Y•] + kET[X-][Y•] (IV)
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PhCH3 had quite different structures (Figure 4). In the
benzyl/toluene reaction (Figure 4A), HAT involves transfer
of a proton with one of its bonding electrons. However,
in the phenoxyl/phenol reaction, a pre-transition state HB
complex is formed between the OH and a lone pair on
O•, the proton is then transferred from its two bonding
electrons to the radical’s lone pair, while the accompany-
ing electron moves from the 2p lone pair on the phenol
to the radical’s singly occupied molecular orbital (SOMO)
(Figure 4B). The formation of the HB complex has adverse
entropic effects on the rate of the phenoxyl/phenol
reaction, but these are outweighed by favorable enthalpic
effects arising from the closer approach of the two oxygens
in Figure 4B (2.40 Å) than the two carbons in Figure 4A
(2.72 Å).33 This closer proximity of the two oxygens is
primarily due to the smaller atomic radius of oxygen than
of carbon34 (further enhanced by the attractive HB). The
barrier between reactants and products is, therefore, lower
and narrower for PhO• + PhOH than for PhCH2


• + PhCH3


(which may encourage a significant contribution to the
inter-oxygen HAT rate from quantum-mechanical tun-
neling of the proton).


HAT for the phenoxyl/phenol reaction is called proton-
coupled electron transfer (PCET) with the proton and five
electrons playing a major role in the transition state. The
term HAT is reserved for benzyl/toluene and like reactions
(proton and three electrons). Because the KSEs described
earlier for ArOH/Y• (and similar) reactions are due to the
ground-state properties of ArOH the magnitude of the KSE
must be identical for both a HAT mechanism (e.g., alkyl•/
ArOH) and a PCET mechanism (e.g., ROO•/ArOH). There-
fore, henceforth HAT(PCET) will be used when discussing
KSEs for either, or both, of these non-SPLET mechanisms.


Some Interesting Features of HAT(PCET) and
SPLET Reactions
1. Extremely Fast Initial Rates. These were first observed
immediately (<100 ms) after mixing solutions of curcumin
(Chart 1, see also below) and dpph• in methanol (Figure


5A) or ethanol.17 These fast initial rates (kexptl
MeOH ) 16 000


M-1 s-1) were greatly reduced by the addition of just 5
mM acetic acid (72 M-1 s-1, Figure 5B), although complete
suppression of SPLET required 1 M acid (3.6 M-1 s-1).17


These short duration, very fast reactions were followed
by slower (but still rapid) first-order loss of dpph• (Figure
5A). The initial fast chemistry was attributed to reaction
with dpph• of curcumin anions present at low equilibrium
concentrations in alcohols. These “preformed” anions are
quickly depleted, and ionization of curcumin (XH) then
becomes partially rate-limiting (Scheme 2). Extremely fast
initial rates were also observed for the dehydrozingerone
(half-curcumin)/dpph• reaction in methanol and ethanol17


and for the 2,2′-methylene-bis(4-methyl-6-tert-butylphe-
nol) (BIS, see below)/dpph• reaction in five non-alcoholic
solvents.21


2. An ArOH/dpph• Reaction That Is Zero-Order in
dpph• Concentration in Certain Solvents. All the reac-


FIGURE 4. (A) HAT for benzyl/toluene and (B) HAT(PCET) for phenoxyl/phenol.


Chart 1. Curcumin (Diketo and Keto-Enol Forms) and
Dehydrozingerone
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tions described above follow bimolecular kinetics whether
HAT(PCET) or SPLET is dominant. For SPLET, this indi-
cates that ionization of XH is faster than the capture of
X- by Y•, that is, kXH/S


PT [XH‚‚‚S] > kX-/Y•
ET [X-][Y•], see Scheme


2. However, we discovered one phenol/dpph• reaction
where in five solvents (out of 20 examined) and after the
initial (<100 ms) rapid consumption of “preformed”
phenoxide (see above), ionization becomes rate-deter-
mining.21 This phenol is 2,2′-methylene-bis(4-methyl-6-
tert-butylphenol) or BIS (see Chart 2). In acetonitrile,
benzonitrile, acetone, cyclohexanone, and DMSO, the
initial very fast BIS/dpph• reaction with “preformed” anion
follows the usual bimolecular kinetics (eq III); thereafter,
the reaction slows and, while remaining first-order in BIS,
becomes zero-order in dpph•, see Figure 6, that is,21


The reactions zero-order in dpph• yielded BIS ionization
rate constants, kXH/S


PT [S], ranging from 0.2 s-1 (acetone) to
3.3 s-1 (benzonitrile).21


The secret behind the BIS/dpph• reaction’s unique
zero-order kinetics lies in BIS’s solution properties and
structure. Its IR spectrum in CCl4 reveals four O-H
stretching bands that we have assigned (1 and 2 in Chart
2).21 However, in HBA solvents, both OH groups form


intermolecular HBs (4, Scheme 3). For BIS and other
aromatic diols that form intramolecular OH‚‚‚OH HBs
(e.g., catechols), the intramolecular HBs in the radical,
OH‚‚‚O•, and in the anion, OH‚‚‚O-, are considerably
stronger than that in the starting molecule. As a conse-
quence, the “free” OH groups have low O-H BDEs35-38


(which makes them excellent H-atom donors),18,36-40 are
quite acidic, and are fairly strong HBDs.40 In BIS, the “free”
OH in 1 (3610 cm-1) will be the reactive center for HAT-
(PCET) and for SPLET, which was significant in all but a


FIGURE 5. Decay of 3 µM dpph• in reaction with 0.37 mM curcumin
in methanol (A) and in methanol/5 mM acetic acid (B). Reproduced
from ref 17. Copyright 2004 American Chemical Society.


Chart 2. BIS Structures and Four O-H Fundamental Stretching
Frequencies (cm-1) Assigned21


-d[dpph•]/dt ) kexptl[BIS] (V)


FIGURE 6. Change in dpph• absorbance during reaction with BIS
in acetone: (A) [dpph•]0 ) constant, [BIS]0 ) various; (B) [BIS]0 )
constant, [dpph•]0 various. Reproduced from ref 21. Copyright 2005
American Chemical Society.


Scheme 3. BIS/dpph• Reactions Zero-order in dpph• Concentration
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few solvents. Therate-determining step (rds) for those
reactions zero-order in dpph• is ionization of BIS (4 f 5,
Scheme 3). The initially formed anion, 5, is rapidly
stabilized by intramolecular HB formation, 6. This retards
the reverse proton transfer (6 f 3) and permits these
unusual SPLET kinetics.


3. Resolution of the Curcumin Antioxidant Contro-
versy. Curcumin, the yellow pigment in tumeric and curry,
has been claimed to have many health benefits, benefits
generally ascribed to its radical-trapping properties. In-
deed, curcumin has been claimed to be a “superb H-atom
donor” on the basis of kinetic measurements in polar
solvents with the H-atom donor being the central meth-
ylene group.41,42 However, these claims were rejected by
Barclay et al.43 who demonstrated that inhibition of the
autoxidation of methyl linoleate and styrene in chlo-
robenzene by curcumin was strictly due to its phenolic
hydroxyl groups. We discovered17 that these contrasting
conclusions arose from the use of polar41,42 (SPLET
dominant) and nonpolar43 (HAT(PCET) dominant) sol-
vents. The importance of SPLET in the curcumin/dpph•


reaction in polar, but not in nonpolar, solvents is il-
lustrated by the following rate constants (M-1 s-1): 1.6 ×
104 in methanol; 3.6 in methanol/1 M acetic acid; 1.4 in
dioxane. Since curcumin’s most acidic site is its enolic
hydroxyl and since 2,4-pentanedione (pKa ≈ 9) reacted
with dpph• in polar, ionizing solvents but did not react in
nonpolar solvents, the curcumin/dpph• reaction in polar
solvents was formulated as in Scheme 4. The keto-enol
moiety in neutral curcumin (I, Chart 1 and Scheme 4)
deprotonates to form the anion, II, this transfers an
electron to dpph•, and the product, III, contains the strong
EW group, [-C(O)CHC(O)-]•, which increases the acidity
of the phenolic hydroxyls, one of which deprotonates to
give IV. Finally, the negative charge migrates to the central
keto-enol moiety, V.


4. Even Two Bulk Solvent Parameters Failed To
“Unscramble” the HAT(PCET)/SPLET Mechanistic
Combo. As mentioned earlier, Cl3COOH and dpph-H have
similar pKa’s, and therefore their radicals have roughly
similar EAs and predilections for SPLET chemistry. How-
ever, Cl3COO• is a far better HAT(PCET) reactant than


dpph•:25 BDEs (kcal/mol) Cl3COO-H, 101; dpph-H, 78.5.
In one of the few pulse radiolysis studies not confined to
water, Neta and co-workers44,45 measured k13 for the Cl3-
COO•/Trolox reaction in 15 solvents:


Values of k13
S (M-1 s-1) ranged from 5.8 × 108 (H2O)


through 4.6 × 107 (CCl4) to 9.2 × 106 (acetone). In the
earlier work44 (13 solvents), log(k13


S , M-1 s-1) gave a best
fit using two solvent parameters, dielectric constant and
solvent basicity, with R2 ) 0.97, “but only after removing
CCl4 and water from the set of correlated data”.45 The later
study45 added two carefully selected solvents, N-methyl-
formamide (high εr, low basicity) and triethylamine (low
εr, high basicity), but in both k13 was more than an order
of magnitude lower than predicted by the earlier44 cor-
relation equation. The best log(k13


S /M-1s-1) correlation
(R2 ) 0.94) was again obtained with two parameters but
now these were the solvents’ cohesive energy density and
pKa, but again CCl4 was not included because: “its basicity
is unknown. To fit CCl4 to the same line, it would have to
have a pKa value in acetonitrile of 11.9, close to that of
pyridine, which is very unlikely.”45


As first suggested in 199646 and as will be obvious to
readers of this Αccount, the Cl3COO•/Trolox reaction will
occur primarily by HAT(PCET) in solvents with low εr and
low basicity and primarily by SPLET in solvents of high εr


and high basicity. There seems little likelihood that
log(k13


S , M-1 s-1) could ever be correlated with bulk
solvent properties in view of this reaction’s dual mecha-
nisms.


Scheme 4
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Future Work
Is There Really a Fourth Mechanism for Formal Y• +
ArOH f YH + ArO• Reactions? A fourth mechanism for
these reactions (Y• ) ROO• and dpph•) involving electron
transfer then proton transfer, ETPT, reaction 14, has


frequently been invoked both by experimentalists44,45,47


and theoreticians.48 Some radical/alkylaromatic hydro-
carbon oxidations in polar solvents occur by ETPT, for
example,49


However, claims47b for an ETPT mechanism for two ArOH/
dpph• reactions (reaction 16, R ) CH3 and C16H33) are


without merit. These reactions have been unequivocally
demonstrated to occur by SPLET.50


Nevertheless, we believe that under appropriate condi-
tions ArOH/Y• reactions might occur by an ETPT-like
mechanism. However, this would actually be a PCET
process in which the proton and electron go to different
(initial) acceptors. That is, in HBA solvents, the phenol will
largely be H-bonded to a solvent molecule. Electron
transfer to Y• (or a non-radical electron acceptor) creates
a H-bonded radical cation, and since radical cations are
very much more acidic than their neutral parents, proton
loss will be extremely fast, possibly even concerted with
ET.


Indeed, oxidation of the phenol tyrosine in a tyrosine-
ruthenium complex has been reported to occur by both
processes: a concerted single-step reaction (pH-depend-
ent) and ETPT (pH-independent) with the proton going
into bulk water in both cases.51,52 ETPT dominates at low
pH and the concerted process at high pH. Similar ETPT
or concerted reactions, in which the proton does not go
to a tyrosine-oxidizing high-valent metal ion but to a
neighboring base, are believed operative in certain en-
zymes.51,52 To discover whether any ArOH/Y• reactions in
homogeneous solution occur by such a mechanism will
require additional work.


Potential Biological Relevance. The importance of
diets rich in plant-derived “antioxidants” (such as res-


veratrol) is frequently touted by the media and in the
scientific literature. These “antioxidants” contain (poly)-
hydroxylated aromatic rings. Researchers using in vitro
model systems have almost always assumed that reaction
between their putative antioxidant and the radical em-
ployed occurs by a HAT(PCET) mechanism. However, the
relevance of such work to human health is questionable
because SPLET is a much more probable mechanism in
many of these systems and, more importantly, in biofluids
such as blood plasma and cellular cytosol. Further re-
search is required to determine the importance of SPLET
in vivo using biologically relevant antioxidants and radi-
cals.
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Laarhoven, L. J. J.; Aldrich, H. S. Effects of Solvation on the
Enthalpies of Reaction of tert-Butoxyl Radicals with Phenol and
on the Calculated O-H Bond Strength in Phenol. J. Am. Chem.
Soc. 1993, 115, 8737-8744.


(7) Valgimigli, L.; Banks, J. T.; Ingold, K. U.; Lusztyk, J. Kinetic Solvent
Effects on Hydroxylic Hydrogen Atom Abstractions Are Indepen-
dent of the Nature of the Abstracting Radical. Two Extreme Tests
Using Vitamin E and Phenol. J. Am. Chem. Soc. 1995, 117, 9966-
9971.


(8) Abraham, M. H.; Grellier, P. L.; Prior, D. V.; Morris, J. J.; Taylor,
P. J. Hydrogen Bonding. Part 10. A Scale of Solute Hydrogen-
bond Basicity using log K Values for Complexation in Tetrachlo-
romethane. J. Chem. Soc., Perkin Trans. 2 1980, 521-529.


(9) Nielsen, M. F.; Ingold, K. U. Kinetic Solvent Effects on Proton and
Hydrogen Atom Transfers from Phenols. Similarities and Differ-
ences. J. Am. Chem. Soc. 2006, 128, 1172-1182.


(10) Snelgrove, D. W.; Lusztyk, J.; Banks, J. T.; Mulder, P.; Ingold, K.
U. Kinetic Solvent Effects on Hydrogen-Atom Abstractions: Reli-
able, Quantitative Predictions via a Single Empirical Equation. J.
Am. Chem. Soc. 2001, 123, 469-477.


(11) MacFaul, P. A.; Ingold, K. U.; Lusztyk, J.; Kinetic Solvent Effects
on Hydrogen Atom Abstraction from Phenol, Aniline and Diphe-
nylamine. The Importance of Hydrogen Bonding on their Radical-
Trapping (Antioxidant) Properties. J. Org. Chem. 1996, 61, 1316-
1323.


(12) Abraham, M. H.; Grellier, P. L.; Prior, D. V.; Duce, P. P.; Morris, J.
J.; Taylor, P. J. Hydrogen Bonding. Part 7. A Scale of Solute
Hydrogen-bond Acidity based on log K Values for Complexation
in Tetrachloromethane. J. Chem. Soc., Perkin Trans. 2 1989, 699-
711.


(13) Foti, M. C.; Sortino, S.; Ingold, K. U. New Insights into Solvent
Effects on the Formal HOO• + HOO• Reaction. Chem.sEur. J. 2005,
11, 1942-1948.


(14) Valgimigli, L.; Banks, J. T.; Lusztyk, J.; Ingold, K. U. Solvent Effects
on the Antioxidant Activity of Vitamin E. J. Org. Chem. 1999, 64,
3381-3383.


(15) Franchi, P.; Lucarini, M.; Pedulli, G. F.; Valgimigli, L.; Lunelli, B.
Reactivity of Substituted Phenols Toward Alkyl Radicals. J. Am.
Chem. Soc. 1999, 121, 507-514.


Y• + ArOH f Y- + [ArOH]•+ f ArO• + H+ (14)


NO3
• + 4-MeOC6H4CH398


MeCN, RT


4 × 107 M-1 s-1
NO3


- +


[4-MeOC6H4CH3]•+ f 4-MeOC6H4C•H2 + H+ (15)


Y• + ArOH‚‚‚S 98
ET


Y- + Ar
•+
OH‚‚‚S98


v. fast
Y- + ARO• +


HS+ (17)


Solvent Effects on Rates and Mechanisms of Reaction Litwinienko and Ingold


VOL. 40, NO. 3, 2007 / ACCOUNTS OF CHEMICAL RESEARCH 229







(16) Litwinienko, G.; Ingold, K. U. Abnormal Solvent Effects on
Hydrogen Atom Abstractions. 1. The Reactions of Phenols with
2,2-Diphenyl-1-picrylhydrazyl (dpph•) in Alcohols. J. Org. Chem.
2003, 68, 3433-3438.


(17) Litwinienko, G.; Ingold, K. U. Abnormal Solvent Effects on
Hydrogen Atom Abstractions. 2. Resolution of the Curcumin
Antioxidant Controversy. The Role of Sequential Proton Loss
Electron Transfer. J. Org. Chem. 2004, 69, 5888-5896.


(18) Foti, M. C.; Daquino, C.; Geraci, C. Electron-Transfer Reaction of
Cinnamic Acids and Their Methyl Esters with the DPPH• Radical
in Alcoholic Solutions. J. Org. Chem. 2004, 69, 2309-2314.


(19) Pratt, D. A.; DiLabio, G. A.; Mulder, P.; Ingold, K. U. Bond Strengths
of Toluenes, Anilines, and Phenols: To Hammett or Not. Acc.
Chem. Res. 2004, 37, 334-340.


(20) Swain, C. G.; Swain, M. S.; Powell, A. L.; Alunni, S. Solvent Effects
on Chemical Reactivity. Evaluation of Anion and Cation Solvation
Components. J. Am. Chem. Soc. 1983, 105, 502-523.


(21) Litwinienko, G.; Ingold, K. U. Abnormal Solvent Effects on
Hydrogen Atom Abstraction. 3. Novel Kinetics in Sequential
Proton Loss Electron Transfer. J. Org. Chem. 2005, 70, 8982-8990.


(22) Jonsson, M. Thermochemical Properties of Peroxides and Peroxyl
Radicals. J. Phys. Chem. 1996, 100, 6814-6818.


(23) Nakabashi, I.; Miyazaki, K.; Shimada, T.; Iizuka, Y.; Inami, K.;
Mochizuki, M.; Urano, S.; Okuda, H.; Ozawa, T.; Fukuzumi, S.;
Ikota, N.; Fukuhara, K. Kinetic study of the electron-transfer
oxidation of the phenolate anion of a vitamin E model by
molecular oxygen generating superoxide anion in an aprotic
medium. Org. Biomol. Chem. 2003, 1, 4085-4088.


(24) Das, T. N.; Dhanasekaran, T.; Alfassi, Z. B.; Neta, P. Reduction
Potential of the tert-Butylperoxyl Radical in Aqueous Solution. J.
Phys. Chem. A 1998, 102, 280-284.


(25) Cl3COO• approaches Me3CO• in its HAT reactivity.
(26) Ross S. D.; Finkelstein M.; Rudd E. J. Anodic Oxidations; Academic


Press: New York, 1975, p 283.
(27) Bailey S. I.; Ritchie I. M. J. The Construction and Use of Potential-


pH Diagrams in Organic Oxidation-Reduction Reactions. J. Chem.
Soc., Perkin Trans. 2 1983, 645-652.


(28) See, for example: Steenken, S. Oxidation of Phenolates and
Phenylenediamines by 2-Alkanonyl Radicals Produced from 1,2-
Dihydroxy- and 1-Hydroxy-2-alkoxyalkyl Radicals. J. Phys. Chem.
1979, 83, 595-599.


(29) See, for example: Mukai, K.; Oka, W.; Watanabe, K.; Egawa, Y.;
Nagaoka, S. Kinetic Study of Free-Radical-Scavenging Action of
Flavonoids in Homogeneous and Aqueous Triton X-100 Micellar
Solutions. J. Phys. Chem. A 1997, 101, 3746-3753.


(30) For summaries of the extensive experimental data, see ref 31
and: DiLabio, G. A.; Ingold, K. U. A Theoretical Study of the
Iminoxyl/Oxime Self-Exchange Reaction. A Five-Center, Cyclic
Proton-Coupled Electron-Transfer. J. Am. Chem. Soc. 2005, 127,
6693-6699.


(31) Zavitsas, A. A.; Melikian, A. A. Hydrogen Abstraction by Free
Radicals. Factors Controlling Reactivity. J. Am. Chem. Soc. 1975,
97, 2757-2763. Zavitsas, A. A.; Chatgilialoglu, C. Energies of
Activation. The Paradigm of Hydrogen Abstraction by Radicals.
J. Am. Chem. Soc. 1995, 117, 10645-10654.


(32) Shaik, S.; de Visser, S. P.; Wu, W.; Song, L.; Hiberty, P. C. Reply
to Comment on “Identity Hydrogen Abstraction Reactions, X• +
H-X′ f X-H + X′• (X ) X′ ) CH3, SiH3, GeH3, SnH3, PbH3): A
Valence Bond Modelling” J. Phys. Chem. A 2002, 106, 5043-5045.


(33) Mayer, J. M.; Hrovat, D. A.; Thomas, J. L.; Borden, W. T. Proton-
Coupled Electron Transfer versus Hydrogen Atom Transfer in
Benzyl/Toluene, Methoxyl/Methanol, and Phenoxyl/Phenol Self-
Exchange Reactions. J. Am. Chem. Soc. 2002, 124, 11142-11147.
See also: Isborn, C.; Hrovat, D. A.; Borden, W. S.; Mayer, J. M.;
Carpenter, B. K. Factors Controlling the Barriers to Degenerate
Hydrogen Atom Transfers. J. Am. Chem. Soc. 2005, 127, 5794-
5795.


(34) Covalent and van der Waals radii (Å): oxygen 0.66, 1.40; carbon
0.77, 1.70.


(35) Lucarini, M.; Mugnaini, V.; Pedulli, G. F. Bond Dissociation
Enthalpies of Polyphenols: The Importance of Cooperative Ef-
fects. J. Org. Chem. 2002, 67, 928-931.


(36) Foti, M. C.; Johnson, E. R.; Vinqvist, M. R.; Wright, J. S.; Barclay,
L. R. C.; Ingold, K. U. Naphthalene Diols: A New Class of
Antioxidants. Intramolecular Hydrogen Bonding in Catechols,
Naphthalene Diols, and Their Aryloxyl Radicals. J. Org. Chem.
2002, 67, 5190-5196.


(37) Amorati, R.; Lucarini, M.; Mugnaini, V.; Pedulli, G. F. Antioxidant
Activity of o-Bisphenols: The Role of Intramolecular Hydrogen
Bonding. J. Org. Chem. 2003, 68, 5198-5204.


(38) Lucarini, M.; Pedulli, G. F.; Guerra, M. A Critical Evaluation of the
Factors Determining the Effect of Intramolecular Hydrogen Bond-
ing on the O-H Bond Dissociation Enthalpy of Catechol and of
Flavonoid Antioxidants. Chem.sEur. J. 2004, 10, 933-939.


(39) Barclay, L. R. C.; Edwards, C. E.; Vinqvist, M. R. Media Effects on
Antioxidant Activities of Phenols and Catechols. J. Am. Chem.
Soc. 1999, 121, 6226-6231.


(40) Foti, M. C.; Barclay, L. R. C.; Ingold, K. U. The Role of Hydrogen
Bonding on the H-Atom-Donating Abilities of Catechols and
Naphthalene Diols and on a Previously Overlooked Aspect of
Their Infrared Spectra. J. Am. Chem. Soc. 2002, 124, 12881-
12888.


(41) Jovanovic, S. V.; Steenken, S.; Boone, C. W.; Simic, M. G. H-Atom
Transfer Is a Preferred Antioxidant Mechanism of Curcumin. J.
Am. Chem. Soc. 1999, 121, 9677-9681.


(42) Jovanovic, S. V.; Boone, C. W.; Steenken, S.; Trinoga, M.; Kaskey,
R. B. How Curcumin Works Preferentially with Water-Soluble
Antioxidants. J. Am. Chem. Soc. 2001, 123, 3064-3068.


(43) Barclay, L. R. C.; Vinqvist, M. R.; Mukai, K.; Goto, H.; Hashimoto,
Y.; Tokunaga, A.; Uno, H. On the Antioxidant Mechanism of
Curcumin: Classical Methods Are Needed To Determine Anti-
oxidant Mechanism and Activity. Org. Lett. 2000, 2, 2841-2843.


(44) Neta, P.; Huie, R. E.; Maruthamuthu, P.; Steenken, S. Solvent
Effects in the Reactions of Peroxyl Radicals with Organic Reduc-
tants. Evidence for Proton-Transfer-Mediated Electron Transfer.
J. Phys. Chem. 1989, 93, 7654-7659.


(45) Alfassi, Z. B.; Huie, R. E.; Neta, P. Solvent Effects on the Rate
Constants for Reaction of Trichloromethylperoxyl Radicals with
Organic Reductants. J. Phys. Chem. 1993, 97, 7253-7257.


(46) Valgimigli, L.; Ingold, K. U.; Lusztyk, J. Antioxidant Activities of
Vitamin E and a Kamlet-Taft â-Value for Water. J. Am. Chem.
Soc. 1996, 118, 3545-3549.


(47) See, for example: (a) Nakanishi, I.; Miyazaki, K.; Shimada, T.;
Ohkubo, K.; Urano, S.; Ikota, N.; Ozawa, T.; Fukuzumi, S.; Fuku-
hara, K. Effects of Metal Ions Distinguishing between One-Step
Hydrogen- and Electron-Transfer Mechanisms for the Radical-
Scavenging Reaction of (+)-Catechin. J. Phys. Chem. A 2002, 106,
11123-11126. (b) Nakanishi, I.; Kawashima, T.; Ohkubo, K.; Inami,
K.; Mochizuki, M.; Fukuhara, K.; Okuda, H.; Ozawa, T.; Itoh, S.;
Fukuzumi, S.; Ikota, N. Electron-Transfer Mechamism in Radical-
Scavenging Reactions by a Vitamin E Model in Protic Medium.
Org. Biomol. Chem. 2005, 3, 626-629.


(48) See, for example: Wright, J. S.; Johnson, E. R.; DiLabio, G. A.
Predicting the Activity of Phenolic Antioxidants: Theoretical
Method, Analysis of Substituent Effects, and Application to Major
Families of Antioxidants. J. Am. Chem. Soc. 2001, 123, 1173-
1183. Leopoldini, M.; Marino, T. Rosso, N.; Toscano, M. Antioxi-
dant Properties of Phenolic Compounds: H-Atom versus Electron
Transfer Mechanism. J. Phys. Chem. A 2004, 108, 4916-4922.


(49) Baciocchi, E.; Giaco, T. D.; Elise, F. Proton-Transfer Reactions of
Alkyl Aromatic Cation Radicals. The Effect of R-Substiuents on
the Kinetic Acidity of p-Methoxytoluene Cation Radicals. J. Am.
Chem. Soc. 1993, 115, 12290-12295.


(50) Musialik, M.; Litwinienko, G. Scavenging of dpph• Radicals by
Vitamin E is Accelerated by its Partial Ionization: the Role of
Sequential Proton Loss Electron Transfer. Org. Lett. 2005, 7,
4951-4954.
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ABSTRACT
All-metal clusters, such as Al4M4 (M ) alkali metal ion), exhibit
interesting features of multi-fold aromaticity/antiaromaticity. Such
characteristics arise particularly because of the poor σ-π separation
in this class of systems. This Account presents computational
strategies to unambiguously determine the aromaticity/antiaro-
maticity characteristics of such clusters. Computations of the linear
and nonlinear optical responses show that all-metal clusters are
orders of magnitude more polarized than the conventional π-con-
jugated molecules. We also propose new strategies to stabilize all-
metal antiaromatic systems through complexation to transition
metals and discuss mechanisms for substitution reactions within
the conventional organometallic systems by Al4M4. Additionally,
we find that these all-metal clusters form stacked superclusters that
are extremely stable and aromatic.


1. Introduction
One of the major emerging directions of research in both
basic and industrial areas has been to understand the
behavior of systems at the nanoscale.1 Materials at nano-
scales are expected to show major differences in various


properties compared to their bulk mode counterparts. For
example, the surface/volume ratios for the nanoparticles
are much larger than those in the bulk. This has resulted
in many industrial applications of nanoparticles, such as
in catalysis,2 and also in the application of surface-
enhanced Raman scattering.3


In search for new nanomaterials, the past decade has
witnessed major excitement in the area of all-metal
clusters. Boldyrev and Wang, on the basis of their com-
bined theoretical and experimental efforts, have reported
the first examples of aromatic all-metal clusters, such as
LiAl4


-, NaAl4
-, and CuAl4


-.4 Such molecules share the
structures and properties similar to that for the π-conju-
gated organics. From molecular orbital analysis and the
π-electron count in these systems, the neutral analogues
of Al4


2-, such as Na2Al4, are found to show large resonance
stabilization energy and large diamagnetic ring currents,
indicating that they are indeed aromatic. Similar examples
of such all-metal aromatic clusters have now been re-
ported for Ga4


2-, In4
2-, and also for mixed systems, such


as MAl3
- (M ) Si, Ge, Sn, and Pb) and NaX3 (X ) B, Al,


and Ga).5,6 Recent developments in aromaticity/antiaro-
maticity of new metal clusters have been reviewed by
Boldyrev and Wang7 and also by Tsipis.8


The first example of all-metal antiaromatic molecules,
Al4Li4 and Al4Li3


-, was proposed recently by Boldyrev and
Wang.9 Just like its organic antiaromatic counterpart,
cyclobutadiene (C4H4), the Al4


4- skeleton has a finite bond-
length alternation (BLA) between the two consecutive Al-
Al bonds and has four π electrons in its frontier orbitals.
However, unlike its organic counterpart, Al4Li4 possesses
a very poor σ-π separation, resulting in a substantial
intermixing of the σ and π orbitals. Furthermore, the
frontier orbitals do not have pure π characteristics. On
the basis of this fact and nucleus-independent chemical
shifts (NICS), Schleyer and co-workers suggested that Al4-
Li4 is actually net σ-aromatic, with the σ-aromatic con-
tribution exceeding the π antiaromaticity.10,11 Santos and
co-workers performed topological analysis on Al4Li4 based
on electron-localization function (ELF) analysis, and their
conclusions were similar to Boldyrev and Wang in that
the molecule is net antiaromatic.12 Sundholm and co-
workers have calculated the magnetically induced current
densities on Al4


4-, wherein they found it to be nonaro-
matic.13 Thus, the exact nature of delocalization of elec-
trons in Al4Li4 has been quite controversial.14


In this Account, we critically examine the σ-π separa-
tion in these all-metal aromatic and antiaromatic systems
and provide a computational tool for measuring the
propensity of distortions in any given molecular system
even for cases where the σ-π separation is poor.15 The
all-metal molecules are also considered for their second
hyperpolarizability responses.16 Computational strategies
are provided for the stabilization of all-metal antiaromatic
systems through coordination to low-valent transition-
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metal centers.17 Reaction pathways are also studied for
substitution reactions of C4H4 by Al4M4 in organometallic
systems.18 Additionally, we find that these all-metal clus-
ters form compact superclusters upon dimerization, which
are stable and aromatic.19


2. A Model for Quantitative Estimation of
σ-π Distortions in All-Metal Clusters
A very accurate estimation of the nature of σ and π
delocalizations can be obtained through a direct σ-π
separation of the energies along the distortion coordinates
of the molecular system. Theoretical advancements in
such methods have been reviewed earlier.20,21 The basic
idea is to distort the molecules both in the ground-state
(GS) geometry and in their highest spin (HS) state by
freezing the π electrons in a parallel orientation. The
distortion in the HS state thus exclusively involves the σ
electrons. Similarly, if one distorts the GS, one derives the
contributions from both the σ and π distortions. Subtrac-
tion of the distortion energies of the GS and the HS state
thus provides an estimate of the π-distortion energies.


To demonstrate the superiority of such a method, we
consider a variety of molecular systems: Al4Li4, Al4Li4


2-,
and Ga4Li4. We compare these systems with C4H4 and
similar organic analogues at each step of σ-π analysis.
These systems have either four or six π electrons in their
frontier orbitals and provide a diverse set for unifying the
concept of aromaticity or antiaromaticity.


All of the molecular geometries were optimized at the
B3LYP/6-311G++ (d,p) level within the Gaussian 03
package.22 The structures are shown in Figure 1. The GS
geometry for both Al4Li4 and Ga4Li4 has a planar rectan-
gular structure for the ring, with the Li ions occupying
positions to maintain a C2h architecture. The BLAs for Al4-
Li4 and Ga4Li4 are 0.12 and 0.16 Å, respectively. Note that
the same BLA for C4H4 is 0.24 Å. The smaller BLA in Al4/
Ga4 is due to the coordination of two Li atoms with the
two short M-M bonds. To verify this, we consider Al4Li2


2-


(Figure 1D), which upon optimization leads to a BLA of
0.22 Å, comparable to C4H4. The BLA picture thus suggests
a propensity to distort for these all-metal clusters.


The geometry-optimized structures are distorted by ∆R
(where ∆R is the difference between the long M-M and
short M-M bonds in the M4 ring), so that the distortion
keeps the sum of two adjacent M-M bonds constant
(scheme a in Figure 2). The energy associated with the
distortion is partitioned into σ and π components as ∆Eπ


) ∆EGS - ∆Eσ. The σ backbone for a M4 ring with four π
electrons can be modeled as M4


4- with a HS configuration
(S ) 2), where all of the four π electrons are parallel
(scheme b in Figure 2). For the six π-electron Al4Li4


2-,
however, there are only four π orbitals, and thus, a HS
configuration with S ) 3 is not feasible; rather two parallel
spins with S ) 1 state in Al4Li4


2- correspond to the HS
state. ∆EHS is thus defined as ∆Eπ. For the HS systems,
UB3LYP calculations are performed at the same basis set
level with annihilation of the first spin contaminant.


In Figure 3, the σ and π energies as a function of the
distortion parameter, ∆R, are plotted. We have performed
an analysis of the fragmentation of the total energy into
contributions from the nuclear-nuclear (Vnn), electron-
nuclear (Ven), electron-electron (Vee), and kinetic energy
(KE) as a function of BLA. In the inset, the core energy,
Vcore [sum of the kinetic energy and nuclear-electron (ne)
interactions], Vee, and Vnn are plotted. For all of the
systems, it is found that the π electrons have a general
tendency of forming a distorted structure (π energy is most
stable at large ∆R), while the σ framework opposes the
distortion and tends to equalize the bonds. The final
structure and thus the propensity to distort or equalize
the M-M bond lengths will crucially depend upon the
predomination of either of the forces. In Figure 3a, the
result for the well-known C4H4 system is shown. In this
case, the instability associated with the σ-backbone
distortion is very little (4 kcal/mol for ∆R ) 0.1), while
the stability for π distortion is quite substantial (22 kcal/
mol for ∆R ) 0.1), clearly overwhelming the tendency for
σ-backbone equalization. Thus, the C4H4 has a rectangular
structure with a minor component from σ-backbone


FIGURE 1. GS optimized structure of (A) C4H4, (B) Al4Li4, (C) Ga4Li4,
and (D) Al4Li22-.


FIGURE 2. (a) Distortion mode for the M4 rings (M ) C, Al, and Ga)
in the GS. Li atoms are not shown for the sake of clarity. (b) Distortion
in the σ electrons involving the distortion in a high-spin configuration.
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equalization. Both Vee and Vnn are destabilized with
distortion, while the Vcore component is stabilized. Further
analysis shows that it is the Vne term in the Vcore that favors
the distorted structure. This is easy to understand because
the Vne component is associated with the electron-lattice
interactions and lead to Jahn-Teller stabilization in the
distorted structure. However, components, such as Vee and
Vnn, stabilize the ∆R ) 0 structure associated with the
delocalized π electrons (for nonzero ∆R, the electron
density is localized in shorter bonds). Thus, the actual
preference for the highly symmetric or the distorted
structure is governed by the competition between all other
components and Ven. For systems that adapt to a highly
symmetric structure (∆R ) 0), Ven is only a minor
component.


For the all-metal system, however, the σ-π separation
energy plays a crucial role. For example, in Al4Li4, the
distortion in the σ framework leads to a destabilization
of 2.5 kcal/mol, while the π framework gains energy of
3.5 kcal/mol (Figure 3b). The GS energy is thus stabilized
by the distortion along the ring. Accordingly, Al4Li4 can
be labeled as π-distorted, although the propensity of
σ-backbone equalization is quite substantial. The energy
components also follow very similar trends, such as that
for C4H4 (inset of Figure 3b). A similar conclusion is also
derived for the Ga4Li4, where the π stabilization associated
with the distortion is 4 kcal/mol, while σ destabilization
is 2.5 kcal/mol (as seen in Figure 3c). The π-distorted
structure is thus stabilized by an amount of 1.5 kcal/mol,
0.5 kcal/mol more than that for Al4Li4. Thus, the π-distor-
tion propensity follows the order: C4H4 > Ga4Li4 > Al4Li4.


The fact that this simple σ-π separation gives a very
clear picture for the nature of equalized/distorted M-M
bond lengths is evident from Figure 3d, where we have
analyzed the case for Al4Li4


2-. Contrary to the previous


cases, in Al4Li4
2-, the stabilization associated with the


equalization of the σ backbone overwhelms the instability
because of π-electron localization by 0.5 kcal/mol and
forces the system to be nondistorted. This is of course true
for C6H6, where σ delocalization exceeds π localization.21


3. Charge Transfer Induced Large Linear and
Nonlinear Optical Properties of Small Al
Clusters: Al4M4 (M ) Li and Na)
The development of materials with large nonlinear optical
(NLO) properties is a key to controlling the propagation
of light by optical means. In particular, the response of
the materials to the application of the electric field has
found tremendous applications in designing materials
from application lasers to optical switches and optoelec-
tronics.23 The NLO properties of organic π-conjugated
materials have been studied in great detail in the last 2
decades.24,25


While organic π-conjugated systems are stabilized
because of π-electron delocalizations, the inorganic metal
complexes reduce their energy through strong charge
transfer. We have performed the calculations on Al4Li4 and
Al4Na4. The linear and nonlinear optical coefficients are
calculated by Zerner’s INDO method with multireference
double CI (MRDCI) calculations,26,27 with four reference
determinants, including the Hartree-Fock GS, at an
electrical frequency of 0.001 atomic unit (au), much below
any optical resonance. To directly compare the efficiency
of these Al4 clusters with the conventional π-conjugated
systems, the optical properties of the 1,3-cyclobutadiene
(C4H4) and benzene (C6H6) are also calculated at the same
level of theory. The optical gaps for Al4Li4 and Al4Na4 are
0.024 and 0.028 au, while the gaps for C4H4 and C6H6 are
0.2410 and 0.2588 au, respectively. It is evident that, for


FIGURE 3. Variation of the σ energy (9) and π energy (O), both in kcal/mol, as a function of the distortion axis, ∆R, for (a) C4H4, (b) Al4Li4,
(c) Ga4Li4, and (d) Al4Li42-. The insets show Vcore (green), Vee (black), and Vnn (red) components in the GS structures. All of the energies are
scaled to make the most stable geometry zero in energy, and positive values in the energy axis correspond to destabilization.
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the Al4 clusters, the ∆R is very small compared to the C4H4


(antiaromatic, ∆R ) 0.245 Å) but larger than C6H6 (aro-
matic, ∆R ) 0). For the Al4 clusters, there is a substantial
amount of charge transfer from the alkali atoms to the Al
atoms (negative charge), making them act as a donor and
an acceptor, respectively. Such a charge transfer induces
polarization in the GS structure and reduces the optical
gap. On the other hand, with the C-H bond being
perfectly covalent, there is almost no charge transfer in
the case of C4H4 and C6H6, and thus, they have a large
optical gap because of finite size molecular architecture.


In Table 1, the magnitudes of the GS dipole moment,
µG, and the linear (R) and nonlinear (â and γ) polariz-
abilities for the clusters are reported from the ZINDO
calculations. Note that the magnitudes for the tumbling
averaged Rj , âh, and γj are reported, which are defined in
terms of their tensor components as


where the sums are over the coordinates x, y, and z (i, j )
x, y, z) and âi


/ refers to the conjugate of the âi vector.
The optically active states are the low-energy states of


these metallic clusters. Because the optical coefficients are
inversely proportional to the optical gaps and proportional
to the dipolar matrices, a large optical gap implies low
magnitudes for the optical coefficients. C4H4 has the
highest magnitude of BLA and optical gap and the least
charge transfer on the ring structure, thereby the smallest
magnitude of γj. On the other hand, although BLA is 0 for
C6H6, because of complete π-electron delocalization, there
is no charge transfer in the finite molecular structure,
leading to a large optical gap and weak polarization.
Consequently, γj is also very small for C6H6. In contrast,
the optical coefficients in general are quite large for the
Al4 clusters. For example, γj values for the Al4 clusters are
104 times greater than that for C4H4 and C6H6.16


4. Stabilization of the All-Metal Antiaromatic
Molecule through Complexation to Transition
Metals
From the discussion in the previous section, it is clear that
the all-metal charge-transfer clusters are excellent materi-
als for recording a large third harmonic generation.
However, these Al4M4 compounds being antiaromatic are


difficult to synthesize. In fact, the synthesis of antiaromatic
molecules is difficult because of their instabilities. Cy-
clobutadiene (C4H4), a four π electron system, remained
non-isolated for a long time before Longuet-Higgins and
Orgel proposed the concept of stabilization through
complexation with a transition metal to form an organo-
metallic compound.28 In the following section, such a
simplistic model is justified for the small Al4 clusters and
we propose a few very stable complexes for these all-metal
species. Parallelly, these compounds are compared and
contrasted with their organic analogues (C4H4 complexes).


A simple Hückel π-electron theory predicts a triplet
square geometry for C4H4 with equal C-C bond lengths.29


However, inclusion of the interaction with the underlying
σ backbone stabilizes the C4H4 molecule in a singlet state
with rectangular geometry. The rectangular C4H4 is more
stable than the square geometry by 6.2 kcal/mol. In the
case of Al4 systems, because of a smaller BLA, the triplet
state with D4h symmetry is found to lie far above (∼60
kcal/mol) the GS singlet. In the context of C4H4, Longuet-
Higgins and Orgel suggested that such a system can be
stabilized if the nonbonding electrons form bonding
molecular orbitals with suitable low-energy d orbitals of
a transition metal.


4.1. Fe(CO)3 Complex. A molecular complex, η4(C4H4)-
Fe(CO)3, has been realized through the formation of such
bonding molecular orbitals. For the Al4M4 systems, we
have performed the GS energy analysis on the similar
systems, η4(Al4M4)-Fe(CO)3, using the same level of theory
mentioned above. Both the structures are shown in Figure
4. Al4M4 indeed forms stable η4 complexes with Fe(CO)3.


The binding energies (defined as Ecomplex - Efragments) in
(Al4Li4)-Fe(CO)3, (Al4Na4)-Fe(CO)3, and (Al4K4)-Fe(CO)3


are found to be -118.85, -122.92, and -126.28 kcal/mol,
respectively. For comparison, the binding energy in
(C4H4)-Fe(CO)3 is -78.44 kcal/mol. The comparable
binding energies for the all-metal sandwich complexes
and the organometallic complexes suggest that Al4M4 is
very well-stabilized in the complex, in fact, even more
stabilized than C4H4.


To understand whether the systems change their
geometries upon complexation, we compute the BLA for
the complexed geometries. While the free state C4H4 has
∆R ) 0.24 Å, in the complex, η4(C4H4)-Fe(CO)3, the ∆R
for the C4H4 ring is only 0.005 Å. Thus, C4H4, when
complexed, is a square rather than a rectangle and, as
expected from the π-only interaction, it behaves as
aromatic C4H4


2-.
In the complexes, (Al4M4)-Fe(CO)3, the BLAs are very


small [0.028, 0.0345, and 0.041 Å in (Al4Li4)Fe(CO)3, (Al4-
Na4)Fe(CO)3, and (Al4K4)Fe(CO)3, respectively]. Such a
large decrease in ∆R clearly supports that the Al4M4


ligands have been converted into a six π Al4M4
2- species,


accounting for their substantial stability because of aro-
maticity.


4.2. Metal Sandwich Complex. Another well-known
methodology in stabilizing an unstable molecule is to form
a sandwich type of geometry, where two molecular species
can share the interaction with a transition metal; cyclo-


Table 1. GS Dipole Moment, µG, Linear Polarizability,
r, First Hyperpolarizability, â, and Second


Hyperpolarizability, γ (Isotropic Average), for the
Molecules from ZINDO-MRDCI Calculationsa


molecule µG Rj âh γj


Al4Li4 0.00 5.5 × 103 0.00 5.33 × 108


Al4Na4 0.00 8.7 × 103 0.00 2.00 × 108


C4H4 0.00 2.9 × 102 0.00 4.76 × 103


C6H6 0.00 5.4 × 102 0.00 8.44 × 103


a The units are in atomic units (au).
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pentadiene is stabilized in such a geometry, resulting in
the ferrocene structure.30 After performing the geometry
optimization at the same level of theory discussed above,
we find that the structure for (C4H4)2Ni is indeed a
sandwich geometry, with the two C4H4 rings above and
below the Ni atom [see (i) in Figure 5]. In this complex,
the Ni atom sits symmetrically inside the cavity of the two
C4H4 rings with a distance of 1.99 Å from each C4H4 ring.
The two C4H4 molecules, however, remain staggered to
each other.


Similarly, we have stabilized the Al4M4 clusters by
introducing them in sandwiches of the type: (Al4M4)2Ni.
The geometry for the (Al4Li4)2Ni is shown in (ii) in Figure
5. The central Ni atom sits asymmetrically in the cavity
of the two Al4Li4 rings. Recent theoretical studies by
Mercero et al. on its aromatic analogue, Al4


2-, support our
claim.31


The binding energies for (Al4Li4)2Ni, (Al4Na4)2Ni, and
(Al4K4)2Ni are 146.054, -147.12, and -103.12 kcal/mol,
respectively. For C4H4, the same binding energy is -150.819
kcal/mol.


4.3. Substitution Reaction. Because C4H4 complexes
are already known,28 for the realization of all-metal
complexes, we carry out calculations with substitution
within conventional organometallic complexes. In Figure
6, we show the substitution reactions in (C4H4)Fe(CO)3 by
Al4M4 to produce (Al4M4)Fe(CO)3. The enthalpies for the


reactions are highly exothermic with ∆H ) -48.8, -53,
and -56.3 kcal/mol for M ) Li, Na, and K, respectively.


For the full-sandwich complexes, (Al4M4)2Ni, the lowest
binding energy is for (Al4K4)2Ni (see structures in Figure
7). This arises from the distortion in the sandwich
architecture because of the presence of the bulky K+ ions,
as a result of which the average K+ distance to the Al4


4-


ring is very large (3.5 Å). For (Al4Li4)2Ni and (Al4Na4)2Ni,
the average M+ distance from the Al4


4- ring is 3.0 Å. The
binding energy for (C4H4)2Ni (calculated as mentioned in
the previous section) is -150.819 kcal/mol, and thus,
unlike the cases for (Al4M4)-Fe(CO)3, direct substitution
of C4H4 with Al4M4 will be highly endothermic for the full-
sandwich complexes and thus quite unfavorable.


Instead, we consider a substitution reaction of the
type: (C4H4)2Ni + Al4M4 ) (C4H4)Ni(Al4M4) + C4H4. As has


FIGURE 4. Equilibrium minimum energy geometries for (i) η4(C4H4)-
Fe(CO)3 and (ii) η4(Al4Li4)-Fe(CO)3. Bond lengths are in angstroms.
Ball color: red, O; violet, Fe; black, C; pink, Li; white, H; and light
brown, Al.


FIGURE 5. Equilibrium minimum energy geometries for (i) (C4H4)2Ni
and (ii) (Al4Li4)2Ni. Distances are in angstroms. Ball color: black, C;
pink, Li; white, H; light brown, Al; and blue, Ni.


FIGURE 6. Substitution reactions in (C4H4)Fe(CO)3 by Al4Li4, Al4Na4,
and Al4K4 to produce (Al4Li4)Fe(CO)3, (Al4Na4)Fe(CO)3, and (Al4K4)Fe-
(CO)3. Note that all of these substitutions are highly exothermic. Pink
balls indicate the alkali metal ions.
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already been mentioned in the previous section, the Al4M4


(M ) Li, Na, and K) binds quite strongly to the metal
center. Therefore, one expects that it is possible to
synthesize a hybrid organic-inorganic sandwich complex.
The structures of these hybrid complexes are found to be
quite stable. The heat of formation for (C4H4)Ni(Al4Li4),
(C4H4)Ni(Al4Na4), and (C4H4)Ni(Al4K4) is -153.93, -158.82,
and -151.80 kcal/mol, respectively.


We rationalize the synthesis of these sandwich com-
plexes in a three step reaction of the type: (C4H4)Ni(C4H4)
to (C4H4)Ni(Al4M4) and finally to (Al4M4)Ni(Al4M4) (as
shown in Figure 7). As mentioned above, the intermediate
complexes, (C4H4)Ni(Al4M4), are quite stable and can thus
be isolated. However, these substitution reactions are
mildly endothermic. In this series, the heat of formation
is the least endothermic for both (Al4Na4)Ni(C4H4) and (Al4-
Na4)2Ni. Therefore, we propose that (Al4Na4)Ni(C4H4) and
(Al4Na4)2Ni are the best candidates for isolation.


5. Stabilization of All-Metal Aromatic/
Antiaromatic Clusters through the Formation
of Superclusters
Intermolecular interactions between aromatic systems (π
stacking) have been extensively studied during the past 2
decades, both experimentally and theoretically.32,33 De-
tailed potential energy surface (PES) calculations for π
stacks show the presence of a local minimum in the PES,
which favors the formation of π stacks in aromatic
molecules over the nascent molecule.34


In a similar context, it will be interesting to ask if the
all-metal aromatic or antiaromatic molecules also form
similar π-stacked dimers or form entirely different new
superclusters. In fact, Al3


- has been shown to form a stable
dimer, Al6


2-.35 To address this issue, we consider [Al4]2-


and [Al4]4- as the monomers for modeling the aromatic
and antiaromatic stacked dimers and compare them with
their organic analogues. Electron correlation was taken
into account by using the second-order Møller-Plesset
perturbation method (MP2)36 at the 6-31+G(d,p) basis set
level.


We optimized the dimer structures of C6H6, C4H4,
[Al4]2-, and [Al4]4- at the above level of theory (see Figure
8 for structures). As shown, the optimized geometry of
(C6H6)2 corresponds to the well-characterized slipped
parallel π-stacked dimer (perpendicular distance, d ) 3.62
Å). The geometry of (C4H4)2 corresponds to a completely
slipped parallel π-stacked dimer, d ) 2.96 Å. The PESs
for the systems are analyzed to understand the stability
of the dimers. The energies at each configuration are
determined by varying the perpendicular distance be-
tween the two monomer rings. For the ([Al4]2-)2 and
([Al4]4-)2 clusters, pseudo-ring centers are used to calculate
the perpendicular ring-ring distances. The PESs for all
of the systems are plotted in Figure 9.


The stabilization energy (∆E) is calculated as the energy
difference between the dimer and the monomer: ∆E )
E(dimer) - 2E(monomer). Note that this energy is cor-
rected for the basis-set superposition error (BSSE) through
the counterpoise (CP) correction scheme.37 For the organic
systems, (C6H6)2 and (C4H4)2, we find the stabilization
energy (∆E) to be -2.23 and -3.52 kcal/mol, respectively.
The negative value for the stabilization energy corresponds
to the formation of a stable dimer structure. However, for
the all-metal systems, ∆E values are 89.96 and 616.98 kcal/
mol for ([Al4]2-)2 and ([Al4]4-)2, respectively.


The apparent destabilization of the superclusters,
([Al4]2-)2 and ([Al4]4-)2, is due to the fact that, while (C6H6)2/
(C4H4)2 are neutral, their Al analogues have formal nega-


FIGURE 7. Stepwise synthesis for all-metal sandwich complexes from the organometallic complex (C4H4)2Ni. The energy for (C4H4)2Ni has
been scaled to zero to show the endothermic substitution reactions (the ∆E are shown in brackets). Pink balls indicate the alkali metal ions.
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tive charges [4 and 8 formal negative charges for ([Al4]2-)2


and ([Al4]4-)2, respectively].


To remove the Coulombic repulsions because of large
formal negative charges, we consider a dipositive metal
ion, such as Ca2+, as the neutralizing charge and perform
geometry optimization for these clusters at the same level
of theory as discussed above. The structures are shown
in Figure 10. The corresponding stabilization energies (∆E)
for ([Al4]2- Ca2+)2 and ([Al4]4- (Ca2+)2)2 are found to be
-131.59 and -114.49 kcal/mol, respectively. The negative
value of ∆E and the large magnitude of the same stabi-
lization energy indicate that the superclusters are sub-
stantially stable.


6. Summary and Future Prospects
Major advances have been made in the past decade
toward an atomistic understanding of the structure and
properties in nanoscale systems. The concept of aroma-
ticity and antiaromaticity have been introduced for all-
metal clusters. Although there exist some obvious simi-
larities between these systems and the organic compounds,
additional care is certainly required for the correct as-
signment of aromatic characteristics to these systems. The
need for a direct methodology to characterize the role of
the σ backbone and the π electrons is becoming all the
more essential, with new reports of aromaticity and
antiaromaticity rapidly emerging in the literature for new
molecules. A simple method to partition the distortion
energies belonging to σ and π electrons applicable for a
large class of systems with closely spaced σ and π
electronic levels is presented in this Account.


From the point of view of applications, these Al4M4


clusters show a very large off-resonance third harmonic
generation that is 10 000 times larger than their organic
analogues. These NLO-active molecules can be stabilized
through complexation to low-valent transition metals,
such as Fe(0) and Ni(0). Al4M4 forms stable 18 electron


FIGURE 8. Optimized geometries of the aromatic and antiaromatic
dimers (side and top views): (a) C6H6 stack, (b) C4H4 stack, (c) [Al4]2-


cluster, and (d) [Al4]4- cluster. The bond lengths and distances are
reported in angstroms. Color code: black, carbon; white, hydrogen;
and pink, aluminum.


FIGURE 9. PES for the systems under study: (a) C6H6 stack, (b) C4H4 stack, (c) ([Al4]2-)2 cluster, and (d) ([Al4]4-)2 cluster. The perpendicular
ring-ring distances are reported in angstroms, and energy is reported in kcal/mol.
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half-sandwich and full-sandwich complexes, such as
(Al4M4)Fe(CO)3 and (Al4M4)2Ni. In fact, (Al4M4)Fe(CO)3 can
be readily formed from its organic counterpart, (C4H4)-
Fe(CO)3, by the substitution reaction of Al4M4 by C4H4.
Additionally, these all-metal clusters form extremely stable
compact superclusters through dimerization, which are
aromatic.


Future research in the area of nanoclusters would
consist of hybrid systems with nonlocal and multidirec-
tional charge distributions. A parallel between purely
metallic clusters and organic molecules would certainly
bridge the subject gap between physics and chemistry.
New synthetic routes with advanced crystallography would
help rationalize many of these possibilities. Major ad-
vances in theoretical modeling of these materials will,
however, require new and rigorous frameworks that will
accurately and unambiguously assign stability criteria
within these systems. The ever increasing computational
resources available to the quantum chemists would
certainly facilitate all-electron calculations for large clus-
ters, leading to an universal understanding of various
energy-scale interactions at the nanoscale.


S.K.P. thanks DST, Government of India, for the research grants.
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research fellowships, respectively.
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FIGURE 7. (a) Schematic representation of the 12 possible
microstates in Da Aor molecules at different levels of reduction.
The upper circle represents the molybdenum atom, and the middle
and lower circles represent any of the FeS centers. The open circle
represents oxidized FeS or MoVI, the half open/half closed circle
represents MoV, and the closed circle represents reduced FeS
centers or MoIV. The double-headed arrows connect microstates
separated by one electron reduction/oxidation (P0 and P11 represent
the fully oxidized and reduced states, respectively).
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ABSTRACT
Cytochromes are involved in a wide variety of redox reactions in
living systems. Some of them contain multiple hemes such as
Desulfovibrio cytochrome c3 and Shewanella small tetraheme
cytochrome c. The significance of c-type tetraheme architectures
was discussed. A cyclic heme architecture and its environment
regulate the extremely low redox potentials of cytochrome c3 in
addition to bis-imidazole coordination and heme exposure. Each
heme in cytochrome c3 plays a different role in the electron
transport to/from [NiFe] hydrogenase and the specific CO-binding.
In contrast, the chain-like heme architecture in Shewanella small
tetraheme cytochrome c and soluble fumarate reductase provides
a pathway for directional electron transfer. Thus, the tetraheme
architectures do not comprise simple heme assemblies but so-
phisticated devices.


Introduction
Cytochromes are ubiquitous proteins that are involved in
a wide variety of redox reactions in most living cells. Some
cytochromes have multiple hemes, generally protopor-
phyrins coordinated to iron. Multiheme cytochromes are
mainly found in bacteria, the ancestors of which can be


traced back more than 500 million years to the anaerobic
world. When oxygen began to accumulate in the bio-
sphere, many anaerobes died. The multiheme architec-
tures of some cytochromes may be responsible for the
survival of some anaerobic bacteria, even as the environ-
mental oxidation state changed. This Account describes
the multiheme architectures in c-type cytochromes that
have hemes covalently linked to polypeptides.


The most extensively investigated tetraheme cyto-
chrome is cytochrome c3 (cyt c3) from sulfate-reducing
bacteria, which are absolute anaerobes.1 Cyt c3 has been
classified as a class III c-type cytochrome. The three-
dimensional structures of various c-type multiheme cy-
tochromes in the cyts c3 superfamily have been deter-
mined as summarized in a report.2 Their heme architec-
tures are almost identical. Four hemes are located in a
cyclic manner (Figure 1A). One of the most important
properties of cyt c3 is its extremely low reduction potential
(∼ -300 mV) in comparison with those of monoheme cyts
c (about +260 mV for mitochondrial cyt c). Because cyt c3


possesses four hemes, there are five oxidation states
(S0-S4) and 16 molecular redox species, as shown in
Figure 2. The reduction potentials characterizing the
reduction of a molecule are termed macroscopic.3 They
are summarized in Table 1 for various cyts c3. In contrast,
microscopic reduction potentials characterize the reduc-
tions of individual hemes in each macroscopic oxidation
state, as shown in Figure 2.3 They have been estimated
by the combined use of nuclear magnetic resonance
(NMR) spectroscopy and electrochemistry for Desulfovibrio
vulgaris Miyazaki F (DvMF) cyt c3 (Table 2).3 Those for D.
vulgaris Hildenborough (DvH) have also been investigated
by Xavier and his colleagues.4


In addition to cyts c3, small tetraheme cytochrome
(STC) and soluble fumarate reductase (SFR) from Sh-
ewanella species, cytochrome c554 from Nitrosomonas
europaea, and cytochrome c attached to the photosyn-
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thetic reaction center (RCC) in photosynthetic bacteria
(Figure 1B, E, C, and D, respectively) are well-known
c-type tetraheme cytochromes. STC has been implicated
in processes that couple the reduction of metal oxides to
the oxidation of organic carbon.5 Cytochrome c554 is
involved in a biological nitrification pathway.6 Their hemes
have chain-like architectures6-8 in contrast to those of cyt
c3, the significance of which is the subject of discussion.


For investigation of c-type multiheme cytochromes,
overproduction has been the major problem. Conven-
tional Escherichia coli expression systems do not work.9


The most popular host cell for the expression is D.
desulfuricans G200.10 However, it suffers from poor yields.
We have established an overexpression system for c-type
multiheme cytochromes, using Shewanella oneidensis (So)
cells and E. coli plasmids,11 which was used in the
following work. An E. coli expression system involving
coexpression of c-type cytochrome maturation genes has
also been reported.12


Factors Regulating the Extremely Low
Reduction Potentials of Cytochrome c3
The major factors regulating the reduction potential of a
heme iron in a heme protein have been indicated to be
the nature of the coordination bonds, and the polarity and
charges around the heme.13 The reduction potentials of
cyt c3 are lower than those of mitochondrial cyt c by about
500 mV despite their similar pI values (around 10); there
are similar contributions from charges. The most signifi-
cant difference is found in the sixth ligand, which is


histidine (His) for cyt c3 in contrast to methionine (Met)
for cyt c. The replacement of axial His by Met results in
an increase in the macroscopic reduction potential by 40-
185 mV on average.14 Furthermore, the heme exposure is
much greater for cyt c3 than for cyt c.15 This increases the
polarity around the hemes of cyt c3 and lowers its
reduction potentials. However, these factors are not
enough to explain the lowering mechanism in view of the
reduction potentials of So STC, which are -192 mV on
average at pH 7 in comparison with -302 mV for DvMF
cyt c3. Their pIs are 5.8 and 10.5, and their average heme
exposures are 229 and 144 A2, respectively. Because
negative charges and higher polarity stabilize an oxidized
heme, the reduction potentials of STC should be lower
than those of cyt c3, which is not the case. Therefore,
unknown factors around hemes and/or the cyclic heme
architecture in cyt c3 should also be responsible for its
extremely low reduction potentials.16


FIGURE 1. Tetraheme architectures in (A) cytochrome c3 from
Desulfovibrio vulgaris Miyazaki F, (B) small tetraheme cytochrome
c from Shewanella oneidensis, (C) cytochrome c554 from Ni-
trosomonas europaea, (D) photosynthetic reaction center cyto-
chrome subunit from Rhodopseudomonas viridis, and (E) soluble
fumarate reductase from Shewanella oneidensis (with flavin
adenine dinucleotide). The PDB entries are 1J0O, 1M1P, 1FT5, 1PRC,
and 1D4C, respectively.


FIGURE 2. Five macroscopic oxidation states, and macroscopic
and microscopic reduction potentials. Macroscopic reduction po-
tentials, Ei°′, are for between two states, Si-1 and Si (i ) 1-4). The
microscopic reduction potential of heme j at the kth reduction step
with heme m already reduced is represented by ej


km. Figures in
boxes stand for heme numbering.


Table 1. Macroscopic Reduction Potentials of
Cytochromes c3 Isolated from Various Species


strain EI°′ EII°′ EIII°′ EIV°′/mV ref


Desulfovibrio vulgaris Miyazaki F -242 -296 -313 -358 3
D. vulgaris Hildenborough -280 -320 -350 -380 35
D. desulfuricans ATCC27774 -140 -260 -370 -380 36
D. gigas -205 -280 -285 -340 37
D. africanus (basic form) -90 -260 -280 -290 38
D. africanus (acidic form) -210 -240 -260 -270 38
Desulfomicrobium norvegicum -220 -280 -310 -350 38
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Electron paramagnetic resonance (EPR) analysis of a
single crystal of oxidized cyt c3 suggested that the axial
ligands of hemes 1, 3, and 4 have an imidazolate-like
nature, those of heme 4 being the strongest.17 Actually,
the 1H-15N HMQC (heteronuclear multiple-quantum
coherence) NMR spectrum of cyt c3 contained eight signals
of coordinated imdazole imides at pH 5, but four of those
signals disappeared at pH 7 (Figure 3, unpublished data).
Noncoordinated His67 does not give a signal because of
its low pKa. Because two signals of heme 2 (His35 and
His52) could always be seen, the disappearing signals can
be ascribed to hemes 1, 3, and/or 4, the imidazoles of
which should have lower pKa values than usual. This is in
good agreement with the implications from EPR analysis.
In the crystal structure, however, it is difficult to identify
corresponding differences explicitly, although all coordi-
nated imidazoles are involved in hydrogen bonding with
surrounding residues.15,18 The imidazolate-like nature of
the ligands stabilizes the oxidized form of the relevant
heme, resulting in a decrease in its reduction potential.


Aromatic rings have been suggested to be involved in
electron transfer and redox regulation.15 Because there are


many aromatic residues in cyt c3, systematic analysis of
these residues was performed.18,19 The aromatic residues
in DvMF cyt c3 can be classified into three groups. The
aromatic rings of Phe20, Tyr43, Tyr66, and Phe76 are
parallel to the imidazole rings of coordinated histidines
at hemes 3, 1, 4, and 2, respectively. On the other hand,
the side chains of Tyr65 and His67 form hydrogen bonds
with the propionate carboxyl groups of hemes 4 and 2,
respectively. The third group comprises heme ligands.
Their roles were elucidated by site-directed mutagenesis
at every aromatic residue except for axial ligands.


The effects of mutations on the microscopic reduction
potentials are summarized in Figure 4, except those at
His67 and Phe76, which exhibited little effect. The effect
was greatest for Phe20 in contrast to earlier results.20,21


This is consistent with the highest conservation of this
residue in the sequence of cyt c3. Although the aromatic
ring of Phe20 is parallel to the porphyrin ring of heme 1
and the imidazole ring of the sixth ligand of heme 3, the
effect of the mutation was more significant for heme 1.
Furthermore, the effect on heme 1 was the greatest (an
increase of 60-90 mV) for the replacements by polar
amino acids (F20E, F20H, and F20Y). Thus, it can be


Table 2. Microscopic Reduction Potentials at the First and Fourth Reduction Steps (ei
I and ej


IV, Respectively),a
and Interacting Potentials between Hemes m and n (Imn) of Cytochrome c3 Isolated from Desulfovibrio vulgaris


Miyazaki F at pH 7


Microscopic Reduction Potentials at First and Fourth Reduction Steps/mV


e1
I e2


I e3
I e4


I e1
IV e2


IV e3
IV e4


IV


-308 -325 -286 -252 -293 -315 -344 -308


Interacting Potentials/mV


I12 I13 I14 I23 I24 I34


+30 -13 -2 -6 -15 -39
a Subscripts denote heme numbers.


FIGURE 3. 1H-15N HMQC spectra of uniformly 15N-labeled ferric
cytochrome c3 at (A) pH 5 and (B) pH 7. Imidazole imide signals are
indicated by either the residue number or the Im. The assignment
will be given elsewhere.


FIGURE 4. Differences in the microscopic reduction potentials
between the wild-type and mutant cytochromes c3.19 Mutations (A)
at Phe20, and (B) at Tyr43, Tyr65, and Tyr66. The types of mutations
are indicated at the top. Error bars are given in the figure.
Reproduced with permission from ref 19. Copyright 2004 American
Chemical Society.
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concluded that the hydrophobicity is more important than
the aromaticity for heme 1. In contrast, the reduction
potentials of heme 3 were hardly affected by mutation
F20Y, suggesting that the aromaticity is important for
heme 3. Mutations at Tyr43 and Tyr66 revealed the
importance of aromaticity and its local nature. The loss
of the π-π interaction between the aromatic ring of Tyr
and the axial imidazole caused increases in the reduction
potentials of local hemes by 30-50 mV. The hydrogen
bonding with a propionate showed little effect. The
aromatic residues shown in Figure 4 are conserved in the
cyt c3 subfamily with CXXC, CXXXXC, CXXC, and CXXXXC
heme attachment motifs (C and X represent cysteine and
any amino acid, respectively).19 On the other hand,
elimination of the hydrogen bond between Thr24 and
His25 was reported to increase the reduction potential of
heme 3 in DvH cyt c3 by about 100 mV.22 We have
confirmed this for DvMF cyt c3, although the change was
not so large (unpublished data). This effect is also local.


Although there is no factor beside the bis-imidazole
coordination and large solvent-exposure for heme 2, its
redox potential is as low as those of other hemes.
Interheme interactions in the cyclic heme architecture
seem to play a role in maintaining the low reduction
potentials of all hemes. Because an electron is hopping
around all hemes, the whole system acts as a single redox
center, which would average the major reduction poten-
tials of four hemes to a certain extent. In addition to this,
the local contributions mentioned above would make the
potentials of individual hemes different.


Roles of Individual Hemes in the Cyclic Heme
Architecture in Electron Transport
The functional roles of individual hemes were investigated
in the interaction of DvMF cyt c3 with the physiological
partner of cyt c3, [NiFe] hydrogenase.23 Hydrogenase
catalyzes the reversible oxidoreduction between molecular
hydrogen and proton ions, cyt c3, thereby acting as an
electron acceptor or donor. This is one of the core
reactions in the hydrogen cycling for energy production
in the genus Desulfovibrio.1 The [NiFe] hydrogenase from
DvMF is a heterodimeric protein. Its small subunit (Mr ≈
29 000) contains three iron sulfur clusters, proximal
[4Fe4S], medial [3Fe4S], and distal [4Fe4S], which are
allocated linearly from the active center to the molecular
surface (Figure 6). The Ni-Fe active center, on the other
hand, is located in the large subunit (Mr ≈ 63 000).24


Although the interaction between cyt c3 and hydrogenase
has been studied for some systems,23 there has been no
structural investigation on pairs from the same bacterial
species. The sole related report was on NMR measure-
ments and structural modeling for [Fe] hydrogenase from
D. desulfuricans and cyt c3 from DvH.25


We have investigated a homologous system, DvMF cyt
c3 and DvMF [NiFe] hydrogenase, to elucidate the mech-
anism of electron transport between them.23 The chemical
shifts of 1H-15N HSQC cross-peaks of uniformly 15N-
labeled ferric cyt c3 were measured in the absence and


presence of the fully oxidized [NiFe] hydrogenase, respec-
tively. The same measurement was carried out for ferrous
15N-cyt c3 and the fully reduced hydrogenase. The residues
showing large chemical shift perturbations were mapped
on the ferric and ferrous cyts c3 structures, respectively
(Figure 5). For the ferric type, chemical shift changes were
observed only around heme 4. For the ferrous type,
however, the residues between hemes 1 and 3 were
affected in addition to those around heme 4. At the first
reduction step, the reduction potential of heme 4 is the
highest at pH 7 (Table 2). Therefore, heme 4 is the most
suitable electron acceptor from a thermodynamic point
of view. This supports the idea that heme 4 is the
physiological interaction site in the electron transport
from hydrogenase to cyt c3.


The mode of interaction between cyt c3 and [NiFe]
hydrogenase in the oxidized state was investigated in
detail by modeling the transient complex,23 using docking-
software ZDOCK.26 On the basis of the structural archi-
tectures of metal centers, the distal [4Fe4S] cluster of
hydrogenase was suggested to interact with the redox
center of a counterpart.24 Thus, the subset of complexes
with heme 4 close to the distal [4Fe4S] cluster were
selected from those predicted. The two structures with the
lowest energies are shown in Figure 6. The distance
between the edges of heme 4 and the distal [4Fe4S] cluster
is 6.5 and 6.4 Å for model nos. 1 and 2, respectively. To
determine the role of surface residues in electron trans-
port, 10 lysine residues, mainly around heme 4, were
substituted by Met, respectively. The effects of the lysine
mutations on the reduction potentials were small (less
than 10 mV).23 In contrast, the mutations affected the
kinetics of reduction of cyt c3 by hydrogenase to varying
extents. Both structures in Figure 6 are consistent with
the effects of the mutations on the cyt c3 reduction
kinetics. The residues showing the greatest effects (Lys60,


FIGURE 5. Chemical shift perturbation mapping of (A) ferric and
(B) ferrous cytochrome c3 on the crystal structure and solution
structure, respectively (PDB entries 1J0O and 1IT1).23 Residues are
colored according to the following classification. Dark blue, ∆δave
g0.02 (A) or 0.05 (B) ppm; gray, unassigned; magenta, not detected;
and red, hemes. Sequential and heme numbers are given. Repro-
duced with permission from ref 23. Copyright 2006 American
Chemical Society.
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Lys72, Lys95, and Lys101) are included in the sites of
interaction between the two proteins on complex forma-
tion. In model no. 1, [4Fe4S]d-Tyr218-heme 4 is the
putative electron-transfer pathway (Figure 6B). In model
no. 2, two pathways ([4Fe4S]d-His188-Phe197-heme 4
and [4Fe4S]d-Cys216-Phe202-heme 4) are possible (Fig-
ure 6D). His188 is the ligand of the distal [4Fe4S] cluster
and unique to [NiFe] hydrogenase, and the aromatic ring
of Phe197 is perfectly conserved as either Phe or Tyr in
the [NiFe] hydrogenase gene, hynS. Therefore, the chain
of the distal [4Fe4S] cluster-His188-aromatic ring (Phe197)
seems to be a conserved pathway for the electron delivery
from hydrogenase.


The results mentioned above clearly revealed that heme
4 acts as the electron acceptor in the reduction by [NiFe]
hydrogenase, as suggested by earlier work.23 An important
finding for the reduced state is the appearance of a new
perturbed site around heme 3. The chemical shift pertur-
bation at Cys79, which links heme 3, was one of the
largest. The resonances of Asn21-Lys26 and Val28, which
are situated between hemes 3 and 1, either disappeared
or shifted significantly. These perturbations might indicate
either a new interaction site for hydrogenase or secondary
effects of binding to other sites. If the latter is the case,
the binding site should be heme 4. Because the region
around heme 3 was not affected in the oxidized state, this
kind of secondary effect is unlikely. Therefore, the region


around heme 3 is a candidate for the interaction site for
the electron transport from cyt c3 to hydrogenase. Actually,
heme 3 is the most suitable electron donor with the lowest
potential in the fully reduced state (Table 2). Therefore,
even if hemes 3 and 4 were involved in the interaction,
heme 3 would act as a more efficient gate for the electron
delivery to hydrogenase. This indicates that individual
hemes may play different roles in the electron donation
and acceptance.


A Regulatory Unit in the Cyclic Heme
Architecture
Carbon monoxide (CO) has been reported to bind to cyt
c3.27 CO is well known to strongly bind to five-coordinated
ferrous heme in a protein, inhibiting its biological func-
tion. However, cyt c3 carries only six-coordinated hemes.
Thus, the nature of CO binding to cyt c3 is intriguing. The
visible absorption spectrum of fully reduced cyt c3 on CO
titration is presented in Figure 7A.27 It is clear that all four
hemes can bind CO because ferrous heme bands at 552
and 523 nm are lost at high CO concentrations. Taking
this into account, the formation of CO-bound heme was
plotted as a function of CO concentration in Figure 7B.
The first CO binding gave a typical saturation curve,
although the curve becomes complicated at higher CO
concentrations. The Kd for single CO binding was 8.0 (


FIGURE 6. The model structures of the ferric cytochrome c3-[NiFe] hydrogenase complexes.23 (A and C) Overall structures of model nos. 1
and 2, respectively. Cytochrome c3, and the large and small subunits of hydrogenase, are colored orange, green, and blue, respectively. (B
and D) Interface regions of model nos. 1 and 2, respectively. Heme, iron, sulfur, and nickel are colored red, magenta, yellow, and purple,
respectively. Aromatic residues and ligands of the distal [4Fe4S] cluster are colored cyan and pink, respectively. Reproduced with permission
from ref 23. Copyright 2006 American Chemical Society.
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0.2 µM. To examine the effect of CO binding on the cyt c3


structure, circular dichroism (CD) spectra were obtained.
The results revealed that, while the CD spectrum of the
single-CO bound cyt c3 (CO-cyt c3) remained almost intact,
binding of more CO molecules induced a significant
change in CD, suggesting a structural alteration including
the heme architecture (Figure 7C). In contrast to CO, O2


only oxidizes the reduced cyt c3 without binding. NO also
did not bind to it. Therefore, cyt c3 specifically binds CO,
which means that it is a potential CO sensor. The first CO
was found to bind to the sixth coordination site of heme
2 on NMR.27 The specific replacement of His35 by CO
indicates that the original coordination bond is weak. In
fact, the Nε2-Fe bond of His35 is among the longest in
this protein.15,18 Heme 2 is also unique in view of the
structure of triheme cytochrome c7 (cyt c7). Cyt c7 has a
heme architecture similar to that in cyt c3, but lacks heme
2.28 Therefore, the architecture of active hemes in CO-cyt
c3 is similar to that in cyt c7, which is physiologically active
in vivo.


Surprisingly, D. vulgaris can grow on CO, using it as a
sole electron donor.29 The activity of [NiFe] hydrogenase,


however, is known to be inhibited by CO. Because CO-
cyt c3 cannot receive electrons from [NiFe] hydrogenase,
it must receive them from other proteins. Actually, D.
vulgaris carries the CO-related coo genes, which include
CO-dehydrogenase and CO-induced hydrogenase (Gen-
Bank accession number NC_002937). The latter is ex-
pected to be CO-resistant. Furthermore, in the absence
of conventional hydrogenase, CO accumulation takes
place.30 In its first stage, an electron transport system for
sulfate reduction is still working without conventional
hydrogenase and in the presence of CO. CO-cyt c3 may
be involved in this electron transport, because the maxi-
mum level of physiological CO accumulation was about
7.6 µM for D. vulgaris and the Kd for single CO-binding
to cyt c3 is 8.0 µM. If this is the case, cyt c3 acts as a security
device on accumulation of potentially toxic CO. CO
becomes actually toxic for sulfate-reducing bacteria at
more than 42 µM,29 which would induce the inactivation
of cyt c3 through a structural change on the second CO
binding (Figure 7B and C).


CO-sensor proteins reported so far have one regulatory
and one functional domain. Although cyt c3 apparently
has just one domain, the tetraheme architecture can be
taken as a multi-unit structure with heme 2 being the
regulatory unit. Heme 2 would play a regulatory role in
switching electron transport pathways on the occasion of
an environmental change induced by CO. The cyclic heme
architecture makes this kind of regulation efficient.


Biological Significance of Heme Architectures
In contrast to that of cyt c3, a chain-like heme architecture
is expect to act in a different manner. STC from So
contains 91 amino acid residues and four c-type hemes
arranged in a chain-like form (Figure 1B). Both the fifth
and the sixth axial ligands are imidazoles of His for all
hemes, just as for cyt c3.7 The macroscopic and micro-
scopic reduction potentials of the four hemes of So STC
have been determined.16 The latter at pH 7.0 is shown for
each heme in Figure 8. The ordinate corresponds to the
free energy. The reduction fractions on the top revealed
that the order of reduction is from hemes in the C-
terminal domain (hemes 3 and 4) to that in the N-terminal
domain (heme 1), demonstrating the polarization of the
tetraheme chain during reduction. This is in a sharp
contrast to the reduction profiles of cyt c3 (Figure 8).
Taking the low solvent exposure of heme 3 into account,
heme 4 is the most efficient electron delivery site. Thus,
this architecture provides a pathway for directional elec-
tron transfer.


Furthermore, this heme architecture can be used for
multi-electron reduction of a redox partner through heme
4. The reduction potential of heme 4 in each reduction
step always becomes lowest (highest in energy) when an
electron stays at heme 3 (e4


II3 and e4
III3 in Figure 8). It


provides more driving force for reduction of the redox
partner by electron delivery through heme 4. Moreover,
because heme 3 is reduced, the electron would move to
the oxidized heme 4 immediately after the electron


FIGURE 7. CO titration of fully reduced cytochrome c3 at pH 7.0
and 25 °C.27 (A) Visible absorption spectra in the presence of 0, 28,
75, 113, 142, and 377 µM CO. (B) The amount of CO-bound heme as
a function of CO concentration. (C) Circular dichroism spectra in
the presence of 0.0, 40.9, 81.8, 122.7, and 188.7 µM CO (from solid to
dotted lines, respectively). The concentration of cyt c3 was 3.3 µM
for (A), 1.3 µM for (B), and 4 µM for (C).
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delivery, thus facilitating cooperative two-electron reduc-
tion through concerted electron transfer. This mechanism
likely participates in the two-electron reduction of the
flavin in SFR (also called flavocytochrome c). The cyto-
chrome domain of So SFR exhibits 34% identity with So
STC.31 The crystal structure of So SFR32 revealed that the
architecture of the cytochrome domain of SFR is almost
identical to that of STC (Figure 1B and E). Also, heme 4 is
the site that makes contact with the target redox center,
flavin. The flavin in SFR converts fumarate to succinate
through two-electron reduction. The reduction potential
of the flavin is indicated in Figure 8. Once electrons get
to heme 1, they will move all of the way to heme 4 and
will be delivered to flavin one after another in a downhill
manner when there is a substrate. Here, the heme
architecture acts as a molecular wire with a two-electron
reduction module in contrast to the cyclic heme archi-
tecture in cyt c3.


RCC also has a chain-like heme architecture (Figure
1D). Three sixth ligands are Met, and the other is His.
Their reduction potentials are higher than those of cyt c3


and STC. They are +380 (heme III), +30 (heme IV), +310
(heme II), and -70 mV (heme I) from the reaction center
to the other side for Blastochloris viridis (former Rhodo-
pseudomonas).33 The electrostatic effects on the midpoint
potentials of four hemes were reported.13 Heme III sup-
plies an electron to the special pair in the reaction center.
The high-potential iron-sulfur protein is one of the
electron donors to RCC.34 It is assumed to interact with
heme I and to deliver an electron in an uphill manner,
and then the electron moves to heme III.34 Thus, this


chain-like architecture also acts as a molecular wire,
although the role of the high-potential heme II is not yet
clear. Now, we can conclude that the heme architectures
in tetraheme cytochromes are carefully designed for their
biological functions.


Concluding Remarks
The investigations mentioned above clearly revealed that
the tetraheme cytochromes c are not simple heme as-
semblies but sophisticated devices. In the cyclic heme
architecture, each heme behaves like a domain in multi-
domain proteins. Each domain has specific functions,
including a regulatory one. This would be an efficient way
to organize redox reactions necessary for living processes
of primitive organisms. It can also save polypeptides and
corresponding genes, which would need more energy to
maintain. In contrast, the chain-like architecture functions
as a regulated molecular wire. Although the regulatory
mechanisms have not yet been fully clarified, the two-
electron reduction module is one of them.
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ABSTRACT
The paramagnetism of lanthanide ions offers outstanding op-
portunities for fast determinations of the three-dimensional (3D)
structures of protein-ligand complexes by nuclear magnetic
resonance (NMR) spectroscopy. It is shown how the combination
of pseudocontact shifts (PCSs) induced by a site-specifically bound
lanthanide ion and prior knowledge of the 3D structure of the
lanthanide-labeled protein can be used to achieve (i) rapid assign-
ments of NMR spectra, (ii) structure determinations of protein-
protein complexes, and (iii) identification of the binding mode of
low-molecular weight compounds in complexes with proteins.
Strategies for site-specific incorporation of lanthanide ions into
proteins are summarized.


Introduction
Three-dimensional (3D) structures of proteins are deter-
mined by X-ray crystallography and NMR spectroscopy
at an ever increasing rate. Yet, the structure determination
of protein-protein and, more generally, protein-ligand
complexes is often less straightforward, either because
they defy crystallization or because their molecular weight
is too large for complicated NMR experiments. Therefore,
simple methods for defining the relative position and
orientation of two molecules in a protein-ligand complex
would be of great value. This Account describes lan-


thanide-based NMR methods to achieve this for proteins
of known 3D structure with a specific lanthanide binding
site.


For the NMR spectroscopist, lanthanides stand out for
their large and varied paramagnetism arising from un-
paired electrons in the f orbitals of their trivalent ions.
The paramagnetism gives rise to pronounced changes in
chemical shifts of the nuclear spins located nearby.1,2 This
effect has been widely exploited in organic chemistry to
resolve overlapping NMR signals of compounds with the
help of lanthanide-induced shifts.3-6


The effects of paramagnetic metal ions on NMR spectra
are well understood and can be described mathemati-
cally.7 Paramagnetic metal ions cause not only paramag-
netic shifts but also enhanced nuclear relaxation, molec-
ular alignment in the magnetic field, and various cross-
correlation effects.7-11 Among these, paramagnetic shifts
convey particularly useful long-range structural informa-
tion and are easily measured with high accuracy. Conse-
quently, they have long been used for structure determi-
nations by NMR spectroscopy,12-16 including 3D structure
determinations of paramagnetic metalloproteins.17-20


Lanthanides form stable trivalent ions without any
known essential role in biology. Yet, Ca2+ ions of calcium-
binding proteins can be substituted by lanthanide ions,
embedding the lanthanide ion (Ln3+) in a rigid and
extended molecular framework of defined three-dimen-
sional structure.13,21 In this way, detailed information
about the spatial anisotropy of the paramagnetic effects
induced by different lanthanide ions has been obtained22


without the extensive motional averaging usually encoun-
tered in complexes with lanthanide shift reagents. A
growing number of recent studies confirms the potential
of lanthanides for NMR applications in structural bio-
logy.20,23-28 As one of their most important features,
lanthanides allow the modulation of the paramagnetic
effects by exchange of one lanthanide for another, since
Ln3+ ions are chemically similar yet paramagnetically
varied. In particular, diamagnetic lanthanide ions provide
an excellent diamagnetic reference, allowing the measure-
ment of the paramagnetic shifts simply as the difference
in chemical shifts observed in the presence of a paramag-
netic or diamagnetic lanthanide. Finally, the unpaired
electrons reside in inner orbitals with little overlap with
the ligand field, making contact shifts negligible in most
situations and allowing the interpretation of paramagnetic
shifts as pseudocontact shifts.12


The following overview focuses on the use of pseudo-
contact shifts induced by lanthanide ions for structure
determinations of protein-protein and protein-ligand
complexes from a small set of NMR data. It is shown how
detailed structural information can be derived from
straightforward 1D and 2D NMR spectra, which can be
recorded with acceptable sensitivity also in the case of
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high-molecular weight systems, and how lanthanide ions
can be site-specifically attached to otherwise diamagnetic
proteins.


Pseudocontact Shifts from Lanthanide Ions
The pseudocontact shifts (PCSs) induced by a lanthanide
ion can be pronounced (Figure 1). For some paramagnetic
lanthanide ions, PCSs can be measured for nuclear spins
as far as 40 Å from the metal ion.23,29 PCSs arise from
through-space interactions with the unpaired electrons of
the paramagnetic center. It is informative to visualize the
PCSs as shells of constant PCS value (“isosurfaces”) plotted
on the protein structure (Figure 2a). This shows that the
PCS value observed for any particular nuclear spin de-
pends on the spatial location of the spin with respect to
the paramagnetic metal ion.


The spatial PCS distribution shown in Figure 2a is
described by


where ∆δPCS denotes the difference in chemical shifts


measured between diamagnetic and paramagnetic samples,
r is the distance between the metal ion and the nuclear
spin, ∆øax and ∆ørh are the axial and rhombic components
of the ∆ø tensor, and the angles θ and æ describe the
position of the nuclear spin with respect to the principal
axes of the ∆ø tensor.


The ∆ø tensor is the anisotropy component of the
magnetic susceptibility tensor ø of the metal ion. The ø
tensor governs all paramagnetic effects. It can be viewed
as an ellipsoid spanned by the three principal axes, øx, øy,
and øz, centered about the metal ion and fixed with respect
to the molecular frame of the protein (Figure 2b). The
anisotropic components, ∆øax and ∆ørh, of the ∆ø tensor
are given by ∆øax ) øz - (øx + øy)/2 and ∆ørh ) øx - øy.
The ø and ∆ø tensors share the same axis system, which
also defines the symmetry axes of the isosurfaces shown
in Figure 2a. In macromolecules and for metal ions with
anisotropic ø tensor, the nuclear relaxation enhancements
observed near the paramagnetic center are determined
by the magnitude of the ø tensor. In contrast, only a
nonvanishing ∆ø tensor generates PCS. Most importantly,
PCS measurements readily identify the Cartesian coordi-
nate system defined by the ∆ø tensor of a site-specifically
attached lanthanide ion. This coordinate system thus
presents a reference frame with respect to which both the
protein and any binding partner can accurately be posi-
tioned using the geometric and distance dependence of
the PCS effects (eq 1). Combined with the long-range
nature of PCSs, this opens many unique opportunities in
structural biology.


Comparison of Lanthanide Ions
The radius of trivalent lanthanide ions decreases uniformly
with increasing atomic number from La3+ (1.17 Å) to Lu3+


(1.00 Å). Due to the similar size of different Ln3+ ions, a
Ln3+ binding site of a protein can bind different lan-
thanides with similar, although not identical, affinities,30,31


FIGURE 1. Superposition of 15N HSQC spectra recorded of the
protein complex ε186/θ loaded with Tb3+ and La3+. The cross-peaks
are from the amides of the 185-residue protein ε186, which was
labeled with 15N: (a) spectra recorded with uniformly 15N-labeled
ε186; (b) spectra recorded with ε186 selectively labeled with 15N-
leucine. The diamagnetic spectrum recorded with La3+ is plotted in
black. The paramagnetic spectrum recorded with Tb3+ is plotted in
red. Selected paramagnetic/diamagnetic peak pairs are connected
by lines and labeled with the assignment of the peaks to specific
residues in the protein.


∆δPCS ) 1


12πr3[∆øax(3 cos2 θ - 1) +


3
2


∆ørh sin2 θ cos 2æ] (1)


FIGURE 2. (a) Isosurfaces depicting the pseudocontact shifts (PCSs)
induced by Dy3+ plotted on a ribbon representation of the crystal
structure37 of ε186. Blue and red surfaces identify the spatial
locations of positive and negative PCSs, respectively, by (3, (1.5,
and (0.5 ppm. The PCS isosurfaces constitute a representation of
the ∆ø tensor. (b) Schematic representation of the ø tensor,
illustrating the electron-nucleus distance r (the nuclear spin being
exemplified by a 1H) and the angles θ and æ (eq 1).
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and the 3D structure of the protein is only minimally
disturbed when samples are prepared with paramagnetic
and diamagnetic lanthanides. La3+ and Lu3+ provide
suitable diamagnetic references, as well as Y3+, which is
not a lanthanide but is chemically closely related. The ion
radius of Y3+ is the same as that of Dy3+.


All lanthanide ions except La3+ and Lu3+ are paramag-
netic. An overview over their paramagnetic properties is
presented by Figure 3. Gd3+ is the only paramagnetic
lanthanide with an isotropic environment of the unpaired
electrons, resulting in a long electronic relaxation time that
gives rise to strong relaxation enhancements in the NMR
spectrum without significant changes in chemical shifts.
Due to their outstanding relaxation enhancing properties,
Gd3+ compounds are the most frequently used paramag-
netic contrast agents in clinical MR imaging32 and have
found applications as probes of solvent accessibility of
protein surfaces.33 In contrast, the electronic relaxation
times of all other paramagnetic Ln3+ ions are very short
due to nonisotropic populations of f-orbitals with un-
paired electrons, which lead to low-lying excited states.
In turn, the presence of low-lying excited states leads to
strong magnetic anisotropy and fast electron relaxation,
resulting in pronounced PCSs and less 1H relaxation
enhancement.


Since paramagnetic relaxation enhancements decrease
with 1/r6 and PCSs decrease with 1/r3 (where r is the
distance of the nuclear spin from the paramagnetic
center), PCSs are readily observable for nuclear spins that
are sufficiently far from the paramagnetic center to escape
strong paramagnetic relaxation enhancements. For ex-
ample, the paramagnetism of Dy3+ makes it difficult to
observe 1H NMR signals from protons within about 14 Å


from the Dy3+ ion, but PCSs are measurable within about
40 Å. Less paramagnetic lanthanides, such as Ce3+, cause
smaller PCSs and less relaxation, allowing the measure-
ment of PCSs much closer to the metal ion. The choice
of lanthanide thus provides a mechanism for tuning the
paramagnetic effect to the distance range of interest.29


Determination of the ∆ø Tensor and
Assignment of the Paramagnetic 15N-1H
Correlation
The position and magnitude of the ∆ø tensor with respect
to the protein is determined by only eight parameters: the
values of ∆øax and ∆ørh, three angles defining the orienta-
tion of the ∆ø tensor with respect to the coordinate system
of the protein, and the x, y, and z coordinates of the metal
ion. Therefore, as few as eight measured PCS values are
sufficient to position the ∆ø tensor with respect to the
protein, provided it is known where the corresponding
nuclear spins are located in the 3D structure of the
protein.


15N heteronuclear single quantum coherence (HSQC)
spectra like those of Figure 1 correlate the chemical shifts
of directly bonded 1H and 15N spins. The cross-peaks can
be assigned to the amide groups of individual residues.
Due to the spatial proximity of the 1H and 15N spin in an
amide group, both spins experience very similar PCSs.
Therefore, each cross-peak in the paramagnetic spectrum
is displaced from its position in the diamagnetic spectrum
by very similar ppm values in both dimensions. This
displacement along diagonal lines greatly facilitates the
identification of paramagnetic-diamagnetic peak pairs
and presents the easiest route to transferring the cross-


FIGURE 3. Paramagnetic properties of Ln3+ ions. Only paramagnetic and nonradioactive lanthanides are included. Representative isosurfaces
are plotted for PCSs by (5 ppm using tensors reported by Bertini et al.22 The radius of the yellow sphere indicates the distance from the
metal ion at which 1H NMR signals of macromolecules with a rotational correlation time of 15 ns broaden by 80 Hz due to paramagnetic
relaxation enhancement (PRE) at a magnetic field strength of 18.8 T. Typical electronic relaxation times representative for this field strength52


are indicated at the bottom. For Eu3+, the estimate of the relaxation enhancement includes a contribution from excited J manifolds.2
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peak assignments in the diamagnetic 15N HSQC spectrum
to a corresponding paramagnetic 15N HSQC spectrum.


Provided the 3D structure of the protein and the
resonance assignments of the diamagnetic 15N HSQC
spectrum are known, the assignment of the paramagnetic
NMR spectrum can be supported by determination of the
∆ø tensor and prediction of the PCSs of the remaining
peaks using eq 1. This process has been implemented in
the program Echidna,34 which is capable of automatic
assignment of most paramagnetic cross-peaks in a 15N
HSQC spectrum such as that shown in Figure 1a, including
simultaneous automatic determination of the ∆ø tensor
parameters. The program also considers that amide
protons too close to the paramagnetic ion become un-
observable due to paramagnetic relaxation enhancements
and takes the small correction terms into account that
arise from residual anisotropic chemical shifts induced by
paramagnetic alignment with the magnetic field.11


If the 3D structure of the protein is known and a
selectively 15N-labeled protein sample is available, the ∆ø
tensor parameters can also be determined together with
the assignments of the paramagnetic and diamagnetic 15N
HSQC cross-peaks using the program Platypus.35 Since the
15N HSQC spectrum of a selectively 15N-labeled protein
contains only few cross-peaks, it allows the unambiguous
measurement of a significant number of PCSs (Figure 1b).
The assignments are subsequently obtained from the best
fit between experimental and predicted PCSs found in an
exhaustive grid search over all possible ∆ø tensor orienta-
tions and physically reasonable magnitudes, which con-
sider any plausible assignment of the cross-peaks to
specific residues of the protein.35


Application I: Fast Structure Determination of
a Protein-Protein Complex
PCSs measured in 15N HSQC spectra have successfully
been used for the structure determination of a 30 kDa
complex between two proteins from the Escherichia coli
replisome, the N-terminal domain ε186 of the proofread-
ing exonuclease and the subunit θ.27 The NMR structure
of θ in complex with ε186 was determined by conventional
3D triple-resonance experiments.36 The crystal structure
of ε18637 showed the presence of a binding site for Mg2+


or Mn2+, which could also bind a single lanthanide ion
with micromolar affinity (A. Y. Park, personal communica-
tion). Samples with selectively 15N-leucine- and 15N-
phenylalanine-labeled ε186 were used to determine the
∆ø tensors of Dy3+ and Er3+ with respect to ε186 and
uniformly 15N/13C-labeled θ provided the ∆ø tensors with
respect to θ. Since the ∆ø tensors determined for ε186 and
θ arose from the same metal ion bound to ε186, super-
position of the tensors determined for the two proteins
yielded the structure of the complex in a single step of
rigid body docking (Figure 4). The result was in full
agreement with intermolecular nuclear Overhauser effects
(NOEs) detected in 3D nuclear Overhauser effect spec-
troscopy (NOESY)-15N HSQC spectra. Repetition of the
docking procedure with slightly varied parameters to


reflect the experimental uncertainties resulted in a family
of complex structures, most of which showed no clashes
between backbone atoms.27


Since the ∆ø tensor of a single lanthanide ion is
symmetric with respect to the x, y, and z axis (Figure 2b),
data from a single lanthanide ion would lead to four
different, fully equivalent ways in which the tensors
observed in the two proteins can be superimposed. Some
of these solutions would locate the two proteins too close
or too far from each other to be acceptable. A better
approach to resolving these ambiguities, however, is
presented by the use of two different lanthanide ions with
two differently oriented ∆ø tensors, as generated by Dy3+


and Er3+. Data from two differently oriented ∆ø tensors
result in a single docking solution (Figure 4).


Application II: Fast Determination of the
Binding Mode of a Small Ligand
The paramagnetic effects from lanthanide ions can also
be harnessed for the determination of the 3D structure
of a small ligand molecule bound to its protein target in
solution and, simultaneously, its location and orientation
with respect to the protein. The principle has been
demonstrated for thymidine bound to ε186/θ loaded with
Dy3+, Tb3+, or Er3+.28


Thymidine binds only weakly to ε186, with a dissocia-
tion constant of about 7 mM. Therefore, the exchange
between bound and free thymidine is fast on the NMR
time scale (i.e., within milliseconds or less), and the NMR
signals observed for thymidine are averaged between both
environments. With a paramagnetic Ln3+ ion bound to
ε186, concentration-dependent relaxation enhancements
and PCSs were observed (Figure 5) from which the binding
affinity and, hence, fraction of bound thymidine could
readily be derived. This allowed the calculation of the PCSs
in the bound form from the much smaller values experi-
mentally observed in the average NMR spectra. (Notably,


FIGURE 4. Rigid body docking of the proteins ε186 and θ by
superposition of the ∆ø tensors of Dy3+ and Er3+ determined with
respect to the individual proteins. The ∆ø tensors are represented
by PCS isosurfaces with positive and negative shifts indicated by
blue and red colors, respectively. The 3D structures of ε186 and θ
are represented by gray and yellow ribbons. The positions and
orientations of the ∆ø tensors with respect to the individual proteins
were experimentally determined from PCSs observed with samples
where either ε186 or θ was 15N-labeled: (a) PCS isosurfaces induced
by Dy3+ on ε186, θ, and the ε186/θ complex; (b) same as panel a,
except for isosurfaces induced by Er3+.
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straightforward 1D 1H and 13C NMR spectra were sufficient
to record the PCSs of thymidine, because its NMR
resonances were by far the strongest signals in the
presence of a large excess of thymidine.)


Combined with the ∆ø tensor of the lanthanide ion
determined with respect to ε186 (see above), the PCS data
of thymidine could be used to position its 1H and 13C
nuclei with respect to the ∆ø tensor and, hence, the ε186
molecule (Figure 6).28 The structure and location of the
thymidine molecule was found to be very similar to that
determined for TMP in the single crystal.28,37 As in the case
of protein-protein docking (see above), the four equiva-
lent orientations of the thymidine molecule with respect
to the ∆ø tensor of a single lanthanide was reduced to a
single solution by addition of PCS data from further Ln3+


ions with differently oriented ∆ø tensors. Only in the case


of nonchiral ligand molecules, data from differently
oriented ∆ø tensors would allow two equivalent solutions,
which must be discriminated based on steric or other
criteria.


Site-Specific Lanthanide Labeling
In the case where the protein does not contain a natural
lanthanide binding site, methods are available by which
a lanthanide binding site can be crafted onto a protein at
strategic positions. One approach is based on N- or
C-terminal fusion of a lanthanide-binding peptide (LBP),
either using a peptide sequence known to bind Ca2+ or a
peptide specifically evolved for high-affinity binding of
lanthanide ions.38,39 This approach tends to generate only
small PCSs in the protein of interest because of averaging
of the ∆ø tensor when the peptide tag moves with respect
to the protein. In addition, the approach restricts the
attachment of a lanthanide ion to the N- or C-terminus
of the protein.


Both problems can be addressed by attaching the LBP
via a disulfide bond to a single cysteine residue in the
protein. Compared with flexible N- or C-terminal polypep-
tide segments, a disulfide bond presents a shorter, more
rigid tether, and site-directed mutagenesis can be em-
ployed to produce a protein sample with a single cysteine
residue at any strategically chosen site on the protein
surface. A 16-residue LBP containing a cysteine residue
can readily be made by chemical peptide synthesis and
the disulfide bond with the protein of interest can be
formed in high yields using Ellman’s reagent for activation
of the protein thiol group (Figure 7).40 This is a generally
applicable method for the attachment of thiol-containing
compounds to cysteine side chains.41 Usually, the peptide


FIGURE 5. 1H and 13C NMR resonances of thymidine in the presence
of diamagnetic ε186/θ/La3+ (black) and paramagnetic ε186/θ/Tb3+


(colored): (a) 1H NMR resonance of the H6 proton of thymidine at
increasing thymidine concentrations. The spectra are labeled with
the ligand/protein ratio. The binding affinity of thymidine can be
derived from the concentration dependence of the paramagnetic
shifts and line broadenings, yielding the values of shifts and
broadenings in the complex. (b) 13C NMR resonances of the
deoxyribose moiety of thymidine at 550-fold excess of thymidine,
illustrating different line broadening and PCSs for 13C spins located
at different positions with respect to the ∆ø tensor. The signal of
C5′ overlaps with a small signal from buffer.


FIGURE 6. Structure of the ε186/thymidine complex calculated with
PCS data of thymidine. Pseudocontact shifts were measured for
complexes with Dy3+, Tb3+, and Er3+ and used as input for a
simulated annealing calculation with Xplor-NIH.53,54 The backbone
of ε186 was kept rigid during the calculations, while the protein side
chains and the thymidine starting conformations and positions were
randomized. The results of seven calculations are shown (thymidine
in yellow using a heavy-atom representation) overlaid onto the crystal
structure of the ε186/TMP complex37 in gray and the ∆ø tensor of
Tb3+ represented by blue and red isosurfaces for positive and
negative PCSs, respectively.
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is not isotope labeled and does not appear in hetero-
nuclear NMR spectra of isotope- and LBP-labeled proteins.


A variation of the above approach is presented by the
use of chemically synthesized lanthanide-chelating tags
(LCTs) with an activated thiol group. A commercially
available tag based on EDTA has been shown to provide
a high-affinity lanthanide binding site.42,43 This tag, how-
ever, coordinates lanthanide ions in a chiral fashion, so
the association with a protein results in diastereomers.44


In complex with metal ions with nonisotropic ø tensor,
the diastereomers generate different ∆ø tensor orienta-
tions and therefore induce different PCSs in the protein,
resulting in peak doubling, increased spectral overlap, and
assignment ambiguities.43,44 This can be avoided by the
use of chiral LCTs, where the LCT diastereomers resulting
from chiral metal ion coordination are of sufficiently
different energy to lead to preferred population of a single
conformer.44-46 Yet, due to the small size of LCTs, mobility
of the disulfide tether between the LCT and the protein
is a common phenomenon that reduces the observable
PCSs by averaging.47 The mobility problem has been
addressed by a tag with attachment points for two cysteine
residues, but multiple diastereomeric forms were observed
in this particular case.48 The synthesis of a readily acces-
sible chiral LCT with specific lanthanide-binding mode
and a short tether is a current challenge.


Concluding Remarks
Lanthanide labeling of proteins is set to become an
important tool in structural biology for establishing 3D
models of protein-protein complexes and in drug dis-
covery for the analysis of the binding mode of small
ligands to proteins. The PCS effects are long range,
scalable by the choice of lanthanide ion, and easy to
measure by the most sensitive NMR experiments available.
The ∆ø tensor required for back-calculation of PCS is fully
characterized by only eight parameters, which can be
derived from a corresponding number of experimental
PCS values if the position of the respective nuclear spins
with respect to the lanthanide ion is known. The ∆ø tensor
can thus be determined even if only few of the protein
NMR signals are assigned, with additional assignments
leading to correspondingly increased accuracy of the ∆ø
tensor, especially if the nuclear spins are distributed
around the metal ion in all three directions of the
coordinate system spanned by the ∆ø tensor.


Prior knowledge of the 3D structure of the lanthanide-
labeled protein opens exceptionally convenient routes for


resonance assignment of the paramagnetic NMR spectra,
where available computer algorithms can be used to
obtain the assignments and the ∆ø tensor parameters
simultaneously.34,35 Even the resonance assignment of the
diamagnetic NMR signals can be determined in this way,
if a selectively 15N-labeled protein sample is available. The
required protein samples are inexpensive to prepare,
because no 13C-labeling is required. In combination with
perdeuteration, systems with >100 kDa molecular weight
will be amenable to this approach, since 2D 15N-1H
correlation spectra suffice for PCS measurements.


In the case of small, transiently binding ligand mol-
ecules, even 1D 1H and 13C NMR spectra at natural
isotopic abundance can be sufficient for PCS measure-
ments. The use of 13C NMR data is of particular interest
in drug discovery, where more information may be
gleaned from the 13C than from the 1H NMR spectrum due
to greater abundance of carbon than hydrogen in the
molecule and better resolution of the 13C NMR spectrum.
13C spins are also less sensitive to paramagnetic relaxation
enhancements due to their smaller gyromagnetic ratio.7


In situations, where the structure of the protein-ligand
complex cannot be determined by X-ray crystallography,
PCS data may deliver more detailed information about the
ligand binding mode with less effort than any other
technique.


Ongoing efforts in our laboratory attempt to combine
site-specific lanthanide labeling with cell-free protein
synthesis, which is a particularly fast and inexpensive
method for the preparation of selectively 15N-labeled
proteins.49 While this review focused on PCSs as one of
the most striking NMR features of lanthanide ions, greater
use will also be made of the structural information
contained in cross-correlation effects, relaxation enhance-
ments, and residual dipolar couplings associated with the
paramagnetism of lanthanide ions.7,18,35 Considering finally
that lanthanide ions also possess highly unusual and
attractive electronic and luminescent properties,50,51 lan-
thanide-labeled proteins carry great potential in many
areas of biological research.


The authors thank Professor Nicholas E. Dixon and his group
members for the continued supply of isotope-labeled samples and
Dr. Thomas Huber for computer programs.
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ABSTRACT
In this Account, recent advances in catalytic asymmetric conjugate
addition of Grignard reagents are discussed. Synthetic methodology
to perform highly enantioselective Cu-catalyzed conjugate addition
of Grignard reagents to cyclic enones with ee’s up to 96% was
reported in 2004 from our laboratories. Excellent levels of stereo-
control were achieved with Cu(I) halides, alkylmagnesium bro-
mides, and commercially available chiral ferrocenyl diphosphines.
Studies carried out during the last 2 years demonstrated that these
Cu-catalysts are very effective for the enantioselective conjugate
addition of Grignard reagents to acyclic enones, R,â-unsaturated
esters, and thioesters. On the basis of this methodology, a diastereo-
and enantioselective iterative route to deoxypropionate units was
developed and applied to the synthesis of natural products. Finally,
we summarize our recently conducted mechanistic investigations
and the application of this catalytic system to the enantioselective
SN2′ substitution reactions of allylic bromides with Grignard
reagents.


Introduction
The conjugate addition (CA) of organometallic reagents
to R,â-unsaturated compounds is one of the basic meth-
ods in our repertoire for the construction of C-C bonds.1


These addition reactions have been used as key steps in
the synthesis of numerous biologically active compounds
and show a broad scope because of the large variety of
donor and acceptor compounds that can be employed. It
is evident that a tremendous effort was devoted over the
last three decades to develop asymmetric variants of this
reaction.2


The first successful approaches were based on the Cu-
mediated CA of organolithium and Grignard reagents to
R,â-unsaturated systems covalently modified with chiral
auxiliaries.3 Other strategies made use of organocopper
compounds with chiral nontransferable groups, such as
chiral alkoxycuprates and amidocuprates.2,3 For instance,
Corey et al. reported in 1986 enantioselectivities of over
90% by using a chiral ephedrine-derived alkoxycuprate.4


The use of organolithium reagents in the presence of
stoichiometric amounts of chiral ether 1 or amine 2
ligands was also explored, providing high enantioselec-
tivities in the CAs to R,â-unsaturated N-cyclohexylimines
and sterically crowded esters (Scheme 1).5


Although some of these strategies provide high enan-
tioselectivities with several substrates, the development
of catalytic rather than stoichiometric processes is the
main challenge to provide truly efficient synthetic meth-
ods.


It was not until the late 1980s that the feasibility of a
catalytic (e10 mol % chiral catalyst) and enantioselective
CA was demonstrated. Lippard and co-workers reported
the first enantioselective CA of a Grignard reagent to an
enone, using catalytic amounts of Cu-amide complex 3.6


Subsequently, a variety of catalytic systems, on the basis
of, for example, Cu thiolates 4-77 and phosphine-oxazo-
line ligand 8,8 were introduced for the CA of Grignard
reagents. Although the scope remained limited and ee’s
infrequently reached the 90% level. (Figure 1), high
enantioselectivity (ee 92%) was observed in two examples
(8). Despite the fact that the parameters governing the
stereocontrol were less clear, these excellent contributions
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at Yale University (John F. Hartwig). After receiving his PhD in 2003, he was
awarded with a Marie Curie Postdoctoral fellowship, and he joined the group of
Professor Feringa at the University of Groningen, where his work was focused
on enantioselective catalysis. In 2005, he was awarded with a Ramón y Cajal
contract from the Spanish Ministry of Education and Science and joined the
University of Santiago de Compostela in 2006.


Adriaan J. Minnaard received his PhD degree from Wageningen Agricultural
University, The Netherlands, in 1997 with Prof. Dr. Ae. de Groot and Dr. J.B.P.A.
Wijnberg. He has been a scientist at DSM-Research in Geleen, The Netherlands,
from 1997 to 1999. Subsequently, he joined the University of Groningen in 1999
as an Assistant Professor in the department of Prof. Ben L. Feringa. In 2005, he
was appointed Associate Professor in Bio-Organic Chemistry. His work focuses
on asymmetric catalysis and natural product synthesis. Currently, he is a guest
researcher in the group of Prof. H. Waldmann at the Max Planck Institute for
Molecular Physiology in Dortmund, Germany.


Ben L. Feringa received his PhD degree from the University of Groningen in 1978
with Professor Hans Wynberg. He was a research scientist with Royal Dutch
Shell, both at the Shell Research Center in Amsterdam and at the Shell
Biosciences Laboratories in Sittingbourne, United Kingdom, from 1978 to 1984.
He joined the University of Groningen in 1984 as a lecturer and was appointed
Professor at the same University in 1988 and in 2003 the Jacobus van’t Hoff
distinguished Professor in Molecular Sciences. He was the recipient of several
international awards. In 2004, he was elected foreign honory member of the
American Academy of Arts and Sciences and in 2006 became a member of the
Royal Netherlands Academy of Sciences. He has recently received the Spinoza
award from The Netherlands Organization of Scientific Research and the Prelog
Medal of the ETH Zurich. Professor Feringa is the scientific editor of the RSC
journal Organic and Biomolecular Chemistry.


Scheme 1. Asymmetric CA of Organolithium Reagents with
Stoichiometric Chiral Ligands
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provided an important basis to allow the development of
the catalytic methodology described here.


The difficulties encountered in the development of an
effective enantioselective method (i.e., the fast uncata-
lyzed reaction and the high sensitivity toward various
reaction parameters)1,2,9 encouraged the synthetic com-
munity to explore less reactive organometallic species,
such as organo-zinc, copper, aluminum, silicon, or boron
reagents, in combination with different metal sources
(Cu, Rh, Pd, Ni, Co).


Early work by Soai et al. showed the viability of
performing the CA of dialkylzinc reagents to enones with
modestenantioselectivitiesusingsubstoichiometricamounts
of chiral complexes of Ni and Co.10 A Cu-catalyzed CA of
Et2Zn to cyclohexenone (9) with 32% ee was subsequently
reported.11 The discovery in 1996 that chiral monodentate
phosphoramidites are excellent ligands for the asymmetric
Cu-catalyzed CA of R2Zn reagents12 led to the first highly
enantioselective Cu-catalyzed CA of dialkylzinc reagents
to enones.13 Thus, binaphthol-based phosphoramidite 12
and Cu(OTf)2 provided for the first time enantioselectivi-
ties up to 98% with cyclic enones 9-11 and a synthetically
useful protocol for this asymmetric C-C bond formation
(Scheme 2).


Notably, tandem catalytic enantioselective CA-aldol
reactions of dialkylzinc reagents to cyclic enones, in the
presence of aldehydes, were developed. The potential of
this three-component coupling protocol is demonstrated
in the short total synthesis of prostaglandin E1 methyl ester
(Scheme 3).14


These discoveries stimulated numerous modifications
to our original catalytic system as well as the introduction
of a broad range of new efficient phosphorus-based
catalysts (>350 new chiral ligands reported) for the Cu-
catalyzed CA of dialkylzinc reagents. Several reviews are
testimony of the impressive progress in this field over
recent years.15-19


In contrast, for the introduction of aryl and vinyl
groups, the Rh-catalyzed CA of boron reagents developed
by Miyaura, Hayashi et al., and our group among others
is still the method of choice.20


The efficiency of dialkylzinc and boron reagents in the
catalytic enantioselective CA clearly displaced in the past
decade the use of Grignard reagents in this transforma-
tion.21 Dialkylzinc reagents have distinct advantages com-
pared to Grignard reagents, because they show low
reactivity in the uncatalyzed reaction and high tolerance
for functional groups, both in the substrate and zinc
reagent. The enantioselective version of the 1,4-addition
with Grignard reagents continues to offer us a major
challenge, since it is not only essential to obtain high
enantioselectivities but also to avoid the fast noncatalyzed
addition of the organomagnesium reagent to the carbonyl
group (1,2-addition). Nevertheless, we anticipate that there
are significant incentives to use common Grignard re-
agents as opposed to dialkylzinc compounds, including
their ready availability, the transfer of all the alkyl groups
of the organometallic compound, and the higher reactivity
of the magnesium enolates obtained. These features, and
the scarceness of synthetically useful catalytic CAs of
RMgX reagents to enones and enoates, stimulated us to
search for effective catalysts for this enantioselective
transformation. Encouraged by the promising enantiose-
lectivities reached so far with a wide variety of chiral
ligands (and in a few cases high ee of 92%),2,6-8 the notion
that possibly competing chiral Cu complexes are present
and the apparent lack of a unique catalyst led us to refocus
our efforts toward the discovery of a highly active catalyst
system.


In this Account, we summarize the recent break-
throughs in CA of Grignard reagents from our laboratory.
We discuss the actual scope of the new methodology and
present a mechanistic proposal of the catalytic process.
Moreover, the application of these catalysts to a related
enantioselective Cu-catalyzed process, that is, SN2′ dis-


FIGURE 1. Selected catalytic systems developed for the CA of
Grignard reagents to enones.6-8


Scheme 2. Cu-Catalyzed Enantioselective CA of Dialkylzinc Reagents
to Cyclic Enones


Scheme 3. Tandem Enantioselective CA-Aldol Reaction. Synthesis of
PGE1-methyl Ester
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placement reactions of allylic electrophiles (allylic sub-
stitutions), is described.


Highly Enantioselective Cu-Catalyzed CA of
Grignard Reagents
Enantioselective CAs to Cyclic Enones. Most ligands used
so far in the field of Cu-catalyzed 1,4-addition of Grignard
reagents fulfill the criteria of combining P, S, or Se with
N or O donor atoms in their structure, to coordinate
selectively with Cu and Mg of the organometallic species,
respectively.7-8,22 In a systematic search for the optimal
ligand and Cu source, we initially tested several types of
phosphoramidites,23 but the enantioselectivities were
consistently poor. The fact that free Cu-salts show high
activity in the CA of Grignard reagents, even at -80 °C,
led to the realization that tight binding of Cu ions by
bidentate ligands might be essential. Interestingly, albeit
chiral diphosphine ligands have dominated the field of
asymmetric catalysis in the last 30 years,24 none of these
ligands were reported to be effective in the CA of Grignard
reagents. A priori, diphosphines would not match with the
metal-differentiating coordination concept, although in
several of these diphosphine ligands, the two phosphorus
atoms have very different electronic and steric properties.


In our hands, privileged bidentate phosphines such as
BINAP, Trost ligand, and DuPhos led to poor enantiose-
lectivities in the model reaction (5-28% ee) (eq 1, Figure


2). On the contrary, promising enantioselectivities (45-
70% ee) were obtained with ferrocenyl-based diphosphine
ligands, including Mandyphos, Walphos, and Josiphos.25


Among these ferrocenyl ligands, Taniaphos26 provided in
the preliminary screening the highest enantioselectivity
(95% ee), although with modest regioselectivity (1,4:1,2 )
60:40) (Figure 2).


Optimization of the reaction parameters led to condi-
tions using 5 mol % of CuCl, 6 mol % of Taniaphos (14),
and 1.15 equiv of EtMgBr in Et2O at 0 °C, which afforded
full conversion in 15 min with a regioselectivity of 95%


(1,4- vs 1,2-addition product) and an excellent 96% ee.27


The results with a variety of Grignard reagents using these
optimal conditions are shown in Table 1.


Thus, the products 15b-d were obtained with 90-96%
ee using RMgBr reagents with linear alkyl chains (R ) Me,
nPr, nBu). Employing Grignard reagents with branched
alkyl chains, a strong influence of the substitution pattern
on the enantioselectivity was observed. In particular, the
incorporation of isopropyl and isobutyl fragments resulted
in poor ee’s, although isoamylmagnesium bromide af-
forded the 1,4-addition product 15g with 95% ee. When
we tested other ferrocenyl diphosphine ligands (Figure 2)
with the R- and â-branched Grignard reagents iPrMgBr
and iBuMgBr, we found that Josiphos (13a) provides
excellent regiocontrol (99%) with moderate (15e, 54% ee)
to high (15f, 92% ee) enantioselectivities. Contrary to
Taniaphos, the Josiphos ligand is more effective at low
temperatures (e.g., -60 °C vs 0 °C) and in combination
with CuBr‚SMe2 instead of CuCl.


Therefore, the proper selection of Taniphos or Josiphos
in a complementary way allows the use of a broad range
of inexpensive and readily available Grignard reagents.
Moreover, this enantioselective Cu-catalyzed CA is not
only limited to cyclohexenone as other cyclic enones as
well as lactones provide high levels of regio- and enanti-
oselectivity (Figure 3).27


Enantioselective CA to Acyclic Enones. Having estab-
lished that highly enantioselective CAs of Grignard re-
agents to cyclic enones can be easily accomplished with


FIGURE 2. Selectivity of several diphosphine ligands in the model
reaction; in parentheses regioselectivity: (1,4:1,2 ratio).


Table 1. Enantioselective Cu-Catalyzed CA of
Grignard Reagents to Cyclohexenone (9)a


RMgBr L* 15:16 ee (%) 15


EtMgBr 14 95:5 96 15a
MeMgBr 14 83:17 90 15b
nPrMgBr 14 81:19 94 15c
nBuMgBr 14 88:12 96 15d
iPrMgBr 14 78:22 1 15e
iBuMgBr 14 62:38 33 15f


14 76:24 95 15g


iPrMgBrb 13a 99:1 54 15e
iBuMgBrb 13a 99:1 92 15f
EtMgBrb 13a 99:1 56 15a
a >98% conversion after 15 min at 0 °C using CuCl. b >98%


conversion after 2 h at -60 °C using CuBr‚SMe2.


FIGURE 3. Representative examples of CA products to cyclic
systems.
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VOL. 40, NO. 3, 2007 / ACCOUNTS OF CHEMICAL RESEARCH 181







Cu-complexes of commercially available ferrocenyl-based
diphosphines, we turned our attention to the challenging
class of acyclic enones.28 The â-substituted linear ketones
resulting from the CA to acyclic enones are common
subunits in biologically active molecules and are impor-
tant building blocks for natural product synthesis. Some
procedures for their enantioselective preparation have
been reported to date although the enantioselectivities are
usually substrate- and ligand-dependent.29


We initially investigated the CA of EtMgBr to the model
substrate (E)-3-nonen-2-one (17), catalyzed by CuCl and
Taniaphos (14) (Table 2). The product was obtained with
good regioselectivity at 0 °C, but much to our surprise, a
complete lack of enantioselectivity was observed. Per-
forming the CA at low temperatures and in particular
using Josiphos (13a) dramatically enhanced the selectivity
up to 86% ee. Further improvement could be obtained
by using the less coordinating solvent tBuOMe instead of
Et2O.


Gratifyingly, these conditions resulted also in high
selectivities when Grignard reagents with different linear
alkyl chains were used, whereas the substrate scope
included a variety of aliphatic linear enones (Scheme 4).
Particularly noteworthy is the addition of MeMgBr (e.g.,
to octenone), which provides the corresponding products
with 97-98% ee, even when only 1 mol % of catalyst is
employed.30


Both â-substituted aliphatic and aromatic enones can
be used. For instance, benzylideneacetone and â-thienyl-
and â-furyl-substituted enones reacted smoothly in
tBuOMe at -75 °C with RMgBr reagents to give the
corresponding enones with high yields, regioselectivities,
and excellent enantioselectivities of 90-97% (Scheme 4).
In contrast, the CA of R-branched and aryl Grignard
reagents or the use of sterically hindered enones provides
only moderate enantioselectivities.28


Enantioselective CA of Grignard Reagents to r,â-
Unsaturated Esters and Thioesters. The CA of Grignard
reagents to R,â-unsaturated acid derivatives and, in
particular, to R,â-unsaturated esters is highly attractive.
Despite the enormous synthetic potential of the resulting
â-substituted esters as chiral building blocks for natural
product synthesis, the progress during recent decades in
the enantioselective CA of organometallic reagents to
these unsaturated systems has been limited.31 The lower
intrinsic reactivity of R,â-unsaturated esters compared to
that of enones may account for this paucity of method-
ologies. Indeed, to the best of our knowledge, no combi-
nations of catalysts and alkyl organometallic reagents had
previously shown to be successful for these CAs, and only
an enantioselective CA of dialkylzinc reagents to the more
reactive R,â-unsaturated N-acyloxazolidinones has been
reported by Hird and Hoveyda.32,33


An initial screening demonstrated that Josiphos ligands
13a and 13b were very effective in promoting the Cu-
catalyzed CA of EtMgBr to unsaturated crotonates 20a-d
(Scheme 5). The use of sterically hindered esters (e.g., 20c),
which usually help to avoid undesired 1,2-additions, or
more reactive ester surrogates such as the oxazolidinone
20d is not required. Indeed, the highest conversions and
stereoselectivities are obtained with methyl crotonate 20a
(Scheme 5).34


Interestingly, the dinuclear Cu-complexes 22a and 22b
(Scheme 6) could be recovered from the crude reaction
mixtures or, alternatively, prepared independently by
mixing equimolar amounts of ligands (13a or 13b) and
CuBr‚SMe2 in an appropriate solvent. It was established
that these Cu-complexes participate in the catalytic cycle,


Scheme 5. Screening of Catalysts and Crotonic Acid Derivatives


a Results with 13b between parenthesis.


Scheme 6. Preparation of Cu-complexes 22a and 22b34


Table 2. Enantioselective CA of EtMgBr to
(E)-3-Nonen-2-one (17)a,b


L* CuX solvent T (°C) 18:19 ee (%)


14 CuCl Et2O 0 84:16 1
14 CuCl Et2O -75 70:30 48
13a CuBr‚SMe2 Et2O -75 91:9 86
13a CuBr‚SMe2


tBuOMe -75 99:1 90
a EtMgBr added to a solution 17, 5% CuX and 6% ligand. b All


conversions >98%.


Scheme 4. Enantioselective CA of RMgBr Reagents to Linear Enones


a Isolated yield. b1,4:1,2 ratio.
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as the reaction of 20a and EtMgBr with the independently
prepared (or recovered) complexes 22a and 22b (0.5 mol
%) afforded 21a with the same yields and enantioselec-
tivities as previously obtained with the complexes pre-
pared in situ.


Table 3 summarizes the broad scope of the new
asymmetric catalytic process. As a general trend, linear
aliphatic Grignard reagents provided excellent results in
the CA to methyl crotonate, affording the products with
excellent regio- and enantioselectivities and complete
conversions using only 0.5 mol % of catalyst. With regard
to the electrophiles, less hindered R,â-unsaturated esters,
without branching at the γ position, afford better results
with the Cu-complex 22a. However, for substrates with
bulky groups (20h) or aromatic rings (20i-j) at the double
bond, a superior efficiency is observed when catalyst 22b
is used instead of 22a.


The CA of RMgBr reagents can also be performed with
the Z-enoates, leading to the products with opposite
absolute configurations. However, lower ee’s were con-
sistently obtained in these reactions. Analysis at different
times of the reaction mixtures performed with Z-methyl
cinnamate revealed that an isomerization of the Z-enoate
to their E-enoate occurred during the CA reaction, there-
fore causing the decrease in the ee.35


From the perspective of potential applications to the
synthesis of biologically active compounds, the introduc-
tion of methyl groups via the CA of MeMgBr to R,â-
unsaturated esters is a particularly relevant goal. Unfor-
tunately, the addition of MeMgBr to 20e showed the


limitation of the methodology. Although the product was
formed with high enantioselectivity (93% ee), the reaction
rate was prohibitively low because of the decreased
reactivity of MeMgBr. To address this issue, we focus our
attention on the more reactive but equally readily acces-
sible R,â-unsaturated thioesters.36


Gratifyingly, the additions of MeMgBr to unsaturated
thioesters 23a-e revealed the success of the approach.37


The complex prepared in situ from CuBr‚SMe2 (1.0 mol
%) and Josiphos (13a, 1.1 mol %) catalyzed the CA of
MeMgBr providing the corresponding â-methyl-substi-
tuted thioester (24a-e) with complete regioselectivity and
excellent enantioselectivities (95-96% ee) (Table 4).


The drastically higher yields obtained for the methyl
adducts from R,â-unsaturated thioesters, compared to the
oxoester analogs,34 are most probably because of their


Table 3. Enantioselective CA to r,â-Unsaturated Estersa


a Cu-complex 22 (see table), 1.15 equiv. of RMgBr, tBuOMe, -75 °C. b Isolated yield. c Conversion (GC). d 2.5 equiv of RMgBr employed.
e Carried out in CH2Cl2.


Table 4. Enantioselective CA of MeMgBr to
r,â-Unsaturated Thioesters (23)a


23 R1 R2 yield (%) 24 ee (%)


a npent Et 90 a 96
b npent Me 93 b 96
c nPr Et 92 c 96
d BnO(CH2)3 Et 94 d 95
e Ph Et 88 e 95
a 23, MeMgBr, CuBr‚SMe2 (1.0 mol %), 13a (1.2 mol %),


tBuOMe, -75 °C.
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inherent electronic properties which are closer to those
of enones. However, a possible positive effect arising from
coordination of the active catalyst to the sulfur atom may
not be ruled out.


Application to the Synthesis of syn- and anti-1,3-
Dimethyl Arrays and Deoxypropionate Subunits. Total
Synthesis of (-)-Lardolure. With this new procedure in
hand, an iterative method to provide access to optically
active syn- and anti-1,3-dimethyl arrays and deoxypropi-
onate subunits was devised.38,39 The approach relies on
sequential enantioselective CAs to unsaturated thioesters
(Scheme 7). The first stereogenic center is created by the
addition of MeMgBr to 23f, using Josiphos 13a (95% ee).
The resulting thioester 24f can be efficiently converted in
one step into the corresponding aldehyde 25, which
subsequently undergoes a Wittig reaction to give the
desired Michael acceptor 26. A second catalytic (1 mol
%) CA using Josiphos 13a or its enantiomer ent-13a affords
with excellent selectivities the syn- or anti-1,3-dimethyl
derivatives 27 (90% yield, dr 96:4) and 28 (91% yield, dr
95:5).


The synthetic utility of this iterative catalytic protocol
and the versatility of â-methyl-substituted thioesters was
further demonstrated in the asymmetric total synthesis
of (-)-lardolure, a multi-methyl-branched insect phero-
mone (Scheme 8).


Mechanistic Studies. Recently, we conducted an ex-
tensive spectroscopic and mechanistic study on these
enantioselective Cu-catalyzed reactions.35 We have identi-
fied several parameters such as solvent, nature of the
halide (present in the Grignard reagent and Cu (I) source),
and additives (i.e., dioxane and crown ethers) which
directly affect the formation and nature of the intermedi-
ate active species and, therefore, the selectivity, rate, and
overall outcome of the catalytic CA reaction. Importantly,


we have shown, and rationalized, that the presence of
Mg2+ and Br- ions in this intermediate are essential to
achieve high selectivity and efficiency in the present
catalytic system.


Kinetic studies carried out on a model reaction (addi-
tion of EtMgBr to methyl crotonate catalyzed by 13a)
indicate that the rate of the CA reaction is dependent on
catalyst, Grignard reagent, and substrate. Although the
determination of the reaction order in methyl crotonate
and Grignard reagent was impeded because of side
reactions and inhomogeneity,35 the observation that the
reaction rate increases with their concentrations suggests
that both reactants are involved in the rate-limiting step.
On the other hand, the order of the reaction (1.10) with
respect to the catalyst suggests that a mononuclear species
is involved. This was also supported by the observation
that the ee of the product shows linear dependency on
the ee of the catalyst. The structure of the initial dinuclear
Cu-Josiphos complex 22b was established by X-ray analy-
sis (Scheme 6, Figure 4).


A reaction pathway which is consistent with the
experimental, kinetic, and spectroscopic results is pro-
posed in Scheme 9.


Alkyl transfer from the Grignard reagent to the chiral
Cu complexes 22 generates the Cu-complex A, as deduced
from NMR experiments. Very likely, this complex func-
tions in a similar manner as previously postulated for
organocuprate additions.40


Scheme 7. An Iterative Catalytic Route to Enantiopure syn- and
anti-1,3-Dimethyl Arraysa


a (a) MeMgBr, 13a (1.2 mol %), CuBr‚SMe2 (1 mol %), tBuOMe, -75
°C; (b) 10% Pd/C (5%), Et3SiH; (c) Ph3PCHCOSEt, CH2Cl2; (d) MeMgBr,
ent-13a (1.2 mol %), CuBr‚SMe2 (1 mol %), tBuOMe, -75 °C.


Scheme 8. Application of the Iterative CA in the Synthesis of
(-)-Lardolure


FIGURE 4. X-ray structure of 22b (hydrogen atoms are omitted
for clarity).


Scheme 9. Proposed Catalytic Cycle
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The second intermediate proposed is a Cu-olefin
π-complex with an additional interaction of Mg2+ with the
carbonyl oxygen of the enone (enoate). The formation of
a π-complex is presumably followed by intramolecular
rearrangement to a Cu(III)-intermediate, where Cu forms
a σ-bond with the â-carbon of the enone (enoate), in fast
equilibrium with the π-complex.


This catalytic cycle can explain the observed isomer-
ization of Z-enoates to their E-isomers, which occurs
within the time scale of the reaction. Indeed, these
isomerization experiments provide evidence for the pres-
ence of a fast equilibrium between a π-complex and a Cu-
(III) species (σ-complex), which should be followed by the
rate-limiting, reductive elimination step and the formation
of complex A again.


The proposed catalytic cycle is in accordance with the
results of the kinetic studies. The dependence of the
reaction rate on the substrate and Grignard reagent
indicates that both reactants are involved in the rate-
limiting step. This step is preceded by fast equilibria
between complexes, for example, substrate-bound sigma-
complex and pi-complex and substrate-unbound complex
A (Scheme 9).


Tentative Model for Stereocontrol. Optimized semiem-
pirical [PM3(tm)] calculations indicate that Cu-complex
A adopts a distorted tetrahedral structure with the posi-
tioning of the Grignard reagent at the bottom face of the
complex (Figure 5).35


In the proposed model, it can be envisioned that the
enone approaches the alkylcopper complex A from the
least hindered side and binds to the top apical position.
This forces the complex to adopt a square pyramidal
geometry, which is stabilized via π-complexation of the
alkene moiety to the Cu and, importantly, through the
interactions between Mg and the carbonyl moiety of the
skewed enone. Formation of a transition structure with
the chairlike seven-membered ring conformation is pro-
posed in the next step, where Cu forms a σ-bond ap-
proaching from the bottom side of the â-carbon leading
to the Cu(III) intermediate with the absolute configuration
shown (Figure 5). Up to this stage in the catalytic cycle,
complex formation is reversible, but in the subsequent
rate-determining step, the methyl transfer step, the prod-
uct stereochemistry is established. To avoid steric interac-
tions with the dicyclohexyl moieties at the nearby phos-
phorus, the final transfer of methyl group occurs as shown
in Figure 5. Although this model predicts the correct sense
of asymmetric induction, it is nevertheless a hypothetical
model and further mechanistic studies and DFT (Density


Functional Theory) calculations need to be performed to
shed light on the factors that determine the origin of the
enantioselectivity.


Enantioselective Allylic Alkylation with
Grignard Reagents
Our interest in further exploring enantioselective Cu-
catalyzed reactions with Grignard reagents provided im-
petus to test ferrocenyl-based Cu-catalysts in related C-C
bond-forming processes. We were particularly attracted
to the possibility of employing these catalytic systems for
enantioselective SN2′ displacement reactions of allylic
electrophiles with organometallic reagents. As recently
highlighted by Woodward, such reactions are mechanisti-
cally related to CAs.41 Theoretical studies carried out by
Nakamura and co-workers for the CAs and allylic alkyla-
tions of Gilman’s cuprate revealed profound mechanistic
similarities between these two processes.42


Gratifyingly, our preliminary investigations revealed
that the catalyst generated from Josiphos (13a, 6 mol %)


FIGURE 5. Working model for the enantioselective CA of Grignard reagents (P1:PPh2 moiety P2-:PCy2).


Table 5. Cu-Catalyzed Enantioselective Allylic
Alkylation with Grignard Reagentsa


a RMgBr (1.15 equiv), 14 (1.1 mol %), CuBr‚SMe2 (1.0 mol %),
CH2Cl2, -78 °C. b Isolated yield. c Conversion (GC). d 14 (6 mol %),
CuBr‚SMe2 (5 mol %).
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and CuBr‚SMe2 (5 mol %) was effective at promoting the
allylic alkylation of cinnamyl bromide (29a) with MeMgBr,
affording the corresponding products with good regiose-
lectivity (85:15) and high ee (85% ee). In attempts to
improve the stereocontrol, we turned our attention to
Taniaphos. The allylic alkylation of 29a with EtMgBr
catalyzed by Taniaphos and CuBr‚SMe2 in tBuOMe pro-
vided initially a modest regioselectivity and a disappoint-
ing 32% ee. However, a dramatic improvement was
observed using CH2Cl2 instead of tBuOMe as the solvent.
The desired product 30b was obtained with a good
regioselectivity and an excellent ee (96%). In addition, the
catalyst loading could be reduced to only 1 mol % without
significant deterioration in the selectivity.43


The scope of the method turned out to be particularly
broad (Table 5). The allylic substitution of 29a could also
be performed with other linear alkyl Grignard reagents.
Most important, the alkylations with MeMgBr afforded the
products with almost complete control of regioselectivity
and enantioselectivity (g96%). Moreover, aliphatic allylic
bromides such as 29e turned out to be excellent sub-
strates, providing almost exclusively the branched product
30h with 92% ee. To the best of our knowledge, this
represent the first highly enantioselective allylic substitu-
tions of linear aliphatic allylic halides with Grignard
reagents.44


We have demonstrated that the catalyst systems de-
veloped for the enantioselective CA of Grignard reagents
to R,â-unsaturated carbonyl compounds are also able to
perform highly enantioselective allylic alkylations. The
combined potential of these methodologies for the cata-
lytic and enantioselective preparation of optically active
synthons bearing the 1,2-dialkyl motif is shown in Scheme
10. The crude product 30a (98% ee) was submitted to cross
metathesis with methyl acrylate affording (S)-32 in good
yield. Gratifyingly, the CA of EtMgBr to 32, catalyzed by
(R,S)-13b or its enantiomer (S,R)-13b, provided the anti-
and syn-1,2-dialkyl substituted esters 33 and 34, respec-
tively, with excellent yields and diastereoselectivities.


Conclusions
We have demonstrated that inexpensive and readily
available Grignard reagents can be used to provide excel-
lent stereocontrol in catalytic enantioselective conjugate
addition and allylic alkylation reactions. The synthetically
useful levels of enantiomeric excess and the versatile


asymmetric conjugate addition to R,â-unsaturated esters
and thioesters are particularly noteworthy features. These
reactions provide access to highly valuable building blocks
for natural product synthesis. In addition, an iterative and
catalytic approach to deoxypropionate subunits has been
developed on the basis of the new methodology and has
been applied to the synthesis of multi-methyl-branched
natural products.


In view of the success so far, it is evident that in the
coming years expansion of the catalytic toolbox for the
CA of these readily accessible organometallic reagents will
be reported. The development of catalysts with similar
stereoselectivities in related C-C bond formation reac-
tions using organolithium reagents remains a major
challenge.
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188 ACCOUNTS OF CHEMICAL RESEARCH / VOL. 40, NO. 3, 2007












Lone Pair-Aromatic
Interactions: To Stabilize or Not
to Stabilize
MARTIN EGLI* AND SANJAY SARKHEL
Department of Biochemistry, Vanderbilt University, School of
Medicine, Nashville, Tennessee 37232


Received July 31, 2006


ABSTRACT
The ability of aromatic rings to act as acceptors in hydrogen bonds
has been demonstrated extensively both by experimental and by
theoretical means. Countless examples of D-H‚‚‚π (H‚‚‚π, D ) O,
N, C) interactions have been found in the three-dimensional
structures of proteins. Much less is known with regard to the
occurrence of other possible noncovalent interactions with aromat-
ics in macromolecular structures, those with a geometry that points
oxygen lone pairs into the face of a π system. There has been a
growing interest in such lp‚‚‚π interactions in recent years, but the
binding energies have mostly been studied using small-molecule
model systems. We have conducted a survey of lp‚‚‚π interactions
in crystal structures of DNA, RNA, and proteins and used ab initio
calculations to estimate their energies. Our results demonstrate that
such interactions are more common in nucleic acids and that
significant binding energies only result when the aromatic system
is positively polarized, for example, due to protonation of a
nucleobase.


I. Introduction
Noncovalent interactions form the backbone of supramo-
lecular chemistry and include hydrogen bonds (H-bonds),
stacking, electrostatic, hydrophobic, and charge-transfer
interactions as well as metal ion coordination.1 Among
these interactions, H-bonds play a central role in the
structure, function, and dynamics of chemical and bio-
logical systems.2 A “conventional” H-bond may be rep-
resented as D-H‚‚‚Α whereby D (donor) and A (acceptor)
are both electronegative atoms (usually N and O). How-
ever, H-bonding is not restricted to N and O, but may also


involve less electronegative donor or acceptor function-
alities. These “non-conventional” H-bonds have attracted
enormous interest in chemistry and structural biology,3


and interactions such as C-H‚‚‚O,4 C-H‚‚‚π,5 and N-
H‚‚‚π6 (H‚‚‚π) are ubiquitous in the structures of macro-
molecules (Figure 1A).


Whereas H‚‚‚π interactions are expected simply from
electrostatic arguments, a stabilizing effect of the interac-
tion between a lone pair of electrons and the face of the
π system (lp‚‚‚π interaction) appears counterintuitive. Ab
initio calculations (counterpoise-corrected, cc, MP2(full)/
6-31G**) revealed that for the water-hexafluorobenzene
system the magnitude of the lp‚‚‚π interaction (-2.1 kcal/
mol) is comparable to that of the H‚‚‚π interaction
between water and benzene (-1.8 kcal/mol) (ref 7 and
cited lit.). A more recent report using the cc-LMP2/6-
31+G* level of theory compared the H‚‚‚π and lp‚‚‚π
interactions for the water-benzene complex; the energies
are -2.7 and -0.6 kcal/mol, respectively.8 Clearly, the
higher stability of the lp‚‚‚π interaction between water and
hexafluorobenzene as compared to the water-benzene
system is due to the presence of electron-withdrawing
fluorine atoms. In the case of water-aromatic systems,
the H‚‚‚π arrangement is stabilized mainly by the interac-
tion between the LUMO of water and the aromatic
HOMO. On the other hand, the lp‚‚‚π arrangement is
stabilized by the interaction between the HOMO of water
and the aromatic LUMO. The switch-point between these
two arrangements occurs at molecular electronegativities
somewhere between 0.125 and 0.162 atomic units (au).8


Besides these theoretical data, the relative orientations of
carbonyl groups and arene rings in crystal structures
provide evidence for potentially stabilizing lp‚‚‚π interac-
tions.9


We had previously referred to the close contact be-
tween a lone pair of 2′-deoxycytidine O4′ and the adjacent
guanine base at CpG steps in left-handed Z-DNA as an n
f π* interaction.10 In the present Account, we will use
the term lp‚‚‚π interaction to describe noncovalent con-
tacts between oxygen lone pair(s) and aromatics inde-
pendent of the covalent chemical environment of the
oxygen atom. Thus, the lone pair can be contributed by
water,7,11 ether,10 or carbonyl12 moieties, or even anions.13,14


The aromatic moiety may exhibit a range of polarities or
carry a positive charge. Ab initio calculations have pro-
vided evidence that lp‚‚‚π interactions can afford a
significant degree of stability when the aromatic moiety
is protonated.15 Thus, the interaction energy between
water and protonated imidazole (Im+) obtained at the
MP2/6-31+G** level of theory was -8.1 kcal/mol.


Theoretical studies regarding lp‚‚‚π interactions pub-
lished to date7,8,12-16 have been limited to simple model
systems and have largely ignored the existence of such
interactions in macromolecules (i.e., ref 10). In RNA
U-turns,17 a backbone phosphate group is positioned
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above a nucleobase, and a lone pair from the phosphate
oxygen is directed into the aromatic system (Figure 1B).
The observation of a water molecule sitting on top of a
functionally important, protonated cytosine in the crystal
structure of a luteoviral RNA pseudoknot provides un-
equivocal evidence for the existence of an lp‚‚‚π interac-
tion (Figure 1C).11 An inspection of atomic-resolution
crystal structures of proteins found that in quite a few


cases the contacts between water molecules and the π
faces of aromatic amino acids were seemingly inconsistent
with an H‚‚‚π interaction.18 However, the author did not
explicitly imply the existence of water-amino acid lp‚‚‚π
interactions in these structures.


In this Account, we will discuss the experimental
evidence for the occurrence of lp‚‚‚π interactions in the
crystal structures of macromolecules. To assess whether
the lp‚‚‚π interactions seen in the structures actually
contribute to stability or are merely tolerated short
contacts, we have carried out ab initio calculations (equi-
librium geometry or point-energy) at the MP2/6-31G* level
of theory for simplified model systems in selected cases.
A geometric analysis of the interactions between carbonyl
groups and aromatics in small-molecule crystal structures
deposited in the Cambridge Structural Database (CSD)
provides further support for the existence of lp‚‚‚π inter-
actions. The combined experimental and theoretical data
allow conclusions with regard to the chemical environ-
ment conducive to lp‚‚‚π interactions as well as their
geometry and interaction energies.


II. Carbonyl‚‚‚π Interactions: CSD Analyses
We searched the Cambridge Structural Database (version
5.26, Nov. 2004) for CdO‚‚‚π contacts using the following
distance and angle constraints: The distance D between
the carbonyl oxygen atom and the ring-centroid M had
to be between 2.8 and 3.8 Å, and the dihedral angle ω
between the planes defined by the OdCX2 moiety and the
aromatic ring had to be 90° or smaller (Figure 2). Any
atoms were allowed in the aromatic ring; however,
structures that contained H-bonds D-H‚‚‚A (D, A ) N/O)
were excluded to ascertain that the weaker CdO‚‚‚π
contacts did not merely exist due to the presence of their
stronger counterparts. Hits with 2.8 Å e D e 3.8 Å and R
e 180° (Figure 2) were grouped into three regions: 0° e


ω e 24° (region 1; 1191 hits), 25° e ω e 64° (region 2;
329), and 65° e ω e 90° (region 3; 240) (Figure 3A-C).
Region 1 represents cases where the carbonyl group is
stacked on the ring plane. In region 2, the carbonyl group
takes an angular approach towards the ring, and in region
3, the carbonyl oxygen heads directly into the ring plane.


FIGURE 1. H‚‚‚π versus lp‚‚‚π interactions (indicated by an arrow).
(A) H‚‚‚π interaction between the ε-methyl group of Met146 and
AMPPnP at the active site of death-associated protein kinase (PDB
ID 1ig1). The Cε‚‚‚centroid (solid dot) distance is 2.86 Å. (B) lp(anion)‚
‚‚π interaction in the Ψ-turn of tRNAPhe (PDB ID 1ehz). The distances
between phosphate oxygens of me1A58 and G57 (phosphorus atoms
highlighted in orange) and N3 and ring centroid of Ψ55 are 2.77
and 2.92 Å, respectively. (C) lp(water)‚‚‚π interaction in the C-turn
of the RNA pseudoknot from Potato Leaf Roll Virus (PDB ID 2a43).
Note that C at the beginning of the turn is protonated. The distance
between OW and ring centroid is 2.92 Å.


FIGURE 2. Various parameters used for characterizing X2CdO‚‚‚π
interactions retrieved from the CSD. The six-membered ring repre-
sents an aromatic system. X denotes any atom, and M is the ring
centroid. The CSD search allowed for any atom in all positions of
the aromatic system. ω is the dihedral angle between the planes
defined by X2CdO and the aromatic system.
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An orientation of the carbonyl group more or less
parallel to the ring plane (region 1) renders the oxygen
lone pairs available for H-bond donors. However, because
our search criteria excluded structures featuring conven-
tional H-bonds, this stacked orientation of the carbonyl
group is probably a consequence of the interaction of the
π-orbital of the CdO bond with the π-face of the aromatic
ring. Such a π-π interaction between the (carboxylate)
carbonyl group and the phenyl ring was thought to be
responsible for weakening of H-bonds, thermal dehydra-
tion behavior, and for preventing formation of new Cu-O
bonds in the crystal lattice of [Cu2(sgly)2(H2O)]-1H2O.19


The mean distance D and angular distribution (deviation
of R from 120°; Figure 2) are 3.58 Å and 30.6°, respectively
(Figure 3A). By comparison, the mean distance D and
angular distribution in region 2 are 3.54 Å and 16.8°,
respectively (Figure 3B). The correlation for the scatter plot


of d versus r for such an orientation of the carbonyl group
(Pearson r ) -0.646) is marginally higher as compared
to the data for region 1 (Pearson r ) -0.556). This suggests
that as the carbonyl oxygen gets closer to the ring plane,
it tends to be pushed away from the center (Figure 3D).
The significant angular preference of such an approach
is noteworthy; the mean deviation of 16.8° from the ideal
geometry of 120° is almost one-half of that observed in
region 1. For region 3, with the carbonyl group taking a
more or less head-on approach towards the ring centroid,
the mean distance D is 3.56 Å with a mean angular
distribution of 25.0° about the ideal geometry (Figure 3C).
The d versus r scatter plot for region 3 shows a correlation
of -0.622 (Pearson r); although the correlations for regions
2 and 3 are significant, they do not exceed that for region
1 by much.


FIGURE 3. Histograms and scatter plots for X2CdO‚‚‚π interactions retrieved from the CSD. (A) Region 1, (B) region 2, and (C) region 3. For
explanations, see main text. (D) Scatter plot of dihedral angle ω versus angle (120 - R) for regions 1, 2, and 3.
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The relatively low correlations imply that the contacts
do not have strict directional preferences, as one would
expect for a weak interaction. In a recent survey of the
environment of amide groups in protein-ligand com-
plexes, the authors noted that such contacts are actually
avoided because the electron-rich CdO oxygen and the
aryl ring π electrons should repel each other.20 The smaller
number of hits for this type of contact (region 3) as
compared to the number of hits in regions 1 and 2 appears
to support the authors’ conclusion, and it is also consistent
with the results of possibly the earliest analysis of the
oxygen environment of phenylalanine aromatic rings in
protein structures.21 Interestingly, another report relying
on crystallographic data provides direct evidence of
energetically and structurally significant interactions be-
tween CdO groups and arene rings, where the carbonyl
group points toward the centroid of the aromatic ring with
O‚‚‚centroid distances between 2.8 and 3.2 Å.9 At first
sight, the results of the two studies appear to contradict
each other. However, it may be possible to reconcile them
if we consider that the molecular electronegativities of
aromatic rings can vary considerably in the individual
structures. Accordingly, aromatic systems with a molecular
electronegativity of <0.15 au tend to favor an H‚‚‚π
contact, whereas the lp‚‚‚π interaction is preferred for
molecular electronegativities >0.15 au.8


In light of these observations, it is worth discussing
another class of interactions that at first appears coun-
terintuitive but has now been well documented, the anion‚
‚‚π interaction. Based on crystallographic evidence, anion‚
‚‚π interactions have been shown in Ag(I)-aromatic
complexes,14 between s-triazine and chloride,22 and be-
tween s-tetrazine and the AsF6


- ion.23 In addition, crystal-
lographic and computational studies have established that
isocyanuric acids are suitable binding units for anions.13


Recent reports regarding interactions in solution have
highlighted halide recognition through aromatic receptors
based on anion‚‚‚π interactions24,25 and anion binding at
the peripherial nitrogen of a C6F5-substituted N-fused
porphyrin.26,27 The stability of anion‚‚‚π interactions is
derived from electrostatic and ion-induced polarization
forces. The former is represented by the permanent and
positive quadrupole moment of the aromatic system,28


whereas the latter depends on the molecular polarizability
of the system.29


III. H‚‚‚π versus lp‚‚‚π Interactions in
H2O-Aromatic Amino Acid and
H2O-Nucleobase Systems
Using ab initio calculations, Scheiner et al. compared the
relative energies of various types of H-bonds involving
aromatic amino acids.15 Model systems for the side chains
of Phe, Tyr, Trp, and His with water H-bonding either in
the plane of the aromatic moiety or pointing into the face
of the π system with lone pair or hydrogen were treated
at the cc-MP2/6-31+G** level of theory. For imidazole (Im;
His model), the H‚‚‚π and lp‚‚‚π interaction energies were
-3.1 (Im) and -8.1 kcal/mol (Im+), respectively (Figure


4A, REF ∆E). Provided that the His side chain is proto-
nated, the lp‚‚‚π interaction is similar in stability to that
of a standard (water) O-H‚‚‚Ν (Im) H-bond (-6.0 kcal/
mol, Figure 4A). We used the published data for the Im/
Im+‚‚‚water system to calibrate our ab initio calculations.
Equilibrium geometry calculations in Spartan (Spartan ’04
for MacIntosh, Wavefunction Inc., http://www.wavefun-
.com)30 performed at various levels of theory indicated
reasonable correspondence between the published inter-
action energies and those from MP2/6-31G*-type calcula-
tions (Figure 4A). The aim here was not to use the highest
level of theory available but one that has been demon-
strated to be competent and handle the water-aromatic
systems reasonably well (i.e., refs 7 and 15).


One noteworthy insight from the theoretical analysis
concerns the different relative energies afforded by H‚‚‚π
and lp‚‚‚π interactions between water and uracil (U) or
cytosine (C; Figure 4B and C, respectively). Thus, the
interaction energy of the lp‚‚‚π water-U complex is
comparable to that of the H‚‚‚π water-C and water-Im
complexes. U appears to be more positively polarized than
either of the other aromatic systems. However, like His,
C can be protonated (Figure 1C)11 and the energy of the
lp‚‚‚π interaction between water and C+ matches that of
a strong H-bond (Figure 4C). Another difference that is
apparent from the calculations concerns the distance
between water oxygen and the centroid of the aromatic
ring. This distance is typically somewhere between 2.7 and
3.1 Å for lp‚‚‚π interactions and between 3.2 and 3.5 Å
for H‚‚‚π interactions. Consistent with the higher stabiliza-
tion of the lp‚‚‚π interaction for the water-U as compared
to the water-C complex, the distance between OW and
the ring plane is considerably shorter in the former (2.85
vs 3.13 Å, respectively).


IV. Lone Pair‚‚‚π Interactions in Nucleic
Acids
A. Observations in Crystal Structures of Oligonucle-
otides. In the canonical right-handed double helical
conformations, the nucleobases are stacked in the core
and are typically unavailable for H‚‚‚π and lp‚‚‚π interac-
tions. However, structural motifs such as bulged nucleo-
sides or hairpin loops render the bases available for
interactions other than stacking. The Z-DNA duplex differs
from the A- and B-form duplexes not only because it is
left-handed, but it also exhibits an unusual “stacking” of
the cytidine 2′-deoxyribose on G. This leads to the
aforementioned lp‚‚‚π interaction between O4′ (C) and the
guanidinium moiety of G (Figure 5A).10 Close contacts
between sugars and nucleobases are not uncommon in
the structures of nucleic acids. Except for the 2′-OH group
in RNA, the sugar-phosphate backbones of oligonucle-
otides are devoid of H-bond donors. Packing interactions
between duplexes can be mediated by metal ions, H-
bonding between bases, end-to-end base stacking, and
close contacts between sugars and bases, among others.
As expected purely from electrostatics, the close spacing
of sugars and bases typically involves H‚‚‚π interactions
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(i.e., ref 31). However, lp(O4′)‚‚‚A interactions with dis-
tances similar to the those for the lp(O4′)‚‚‚π interactions
in Z-DNA duplexes (2.78-2.96 Å)10 were also observed in
the crystal structure of cyclic r(ApAp) (see Figure 5A in
ref 32). In the crystal structure of a DNA dodecamer
complexed with propamidine, the minor groove binder
displaces the spine of water molecules in the central
A-tract and establishes H-bonds with its amidinium
groups to the DNA bases and deoxyribose sugars.33 The
O4′ atoms lie as close as 3.2 Å from the centroids of the
positively polarized aromatic moieties of the drug mol-
ecule and may favorably affect the stability of the complex
through lp‚‚‚π interactions.


RNA molecules exhibit intricate tertiary structural
motifs, and the so-called uridine turn (U-turn) is among
the most common building blocks in RNA.17 It was first
identified in the pseudouridine (Figure 1B) and anticodon
loops of tRNAPhe 34 and is also present in the structure of
the hammerhead ribozyme.35-37 At U-turns, the RNA


backbone makes a sharp turn between the first and the
second nucleotide of the UNR sequence (N ) any base,
R ) purine; Ψ55-C56-G57 in Figure 1B). The turn is
stabilized by two H-bonds, between the 2′-OH of Ψ55 and
N7 of G57 and between the N3 of Ψ55 and the phosphate
of me1A58, as well as stacking between the bases of the
second and third residues (Figure 1B). Another conserved
feature of the U-turn is the close contact between the
phosphate group of the third residue and the face of the
nucleobase of the first (G57 and Ψ55, respectively, in the
pseudouridine turn of tRNAPhe; Figure 1B) that can be
classified as an lp‚‚‚π interaction. Model systems for the
theoretical analyses that contain the phosphate-base lp‚
‚‚π interaction and/or the phosphate-base “pair” are
depicted in Figures 5B and 6B, respectively. Subsequently,
it was found that the ubiquitous RNA GNRA-tetraloops
also make a U-turn.17 In the structure of the hammerhead
ribozyme published by Scott et al., the sequence of the
tetraloop is GUAA37 and the phosphate of the first A stacks


FIGURE 4. Equilibrium energies in kcal/mol and distances in Å for H‚‚‚π and lp‚‚‚π interactions between water and (A) imidazole, (B) uracil,
and (C) cytosine calculated at various levels of theory. REF values refer to published data.15
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on G. A model system for this lp‚‚‚π interaction is depicted
in Figure 5C.


In the initial crystal structures of hammerheads,36,37


residue C17 in the substrate strand whose 2′-OH attacks
the 3′-adjacent phosphate, subsequently resulting in
strand cleavage, pairs with C3 from the ribozyme strand
near the U-turn of the latter. Although the pairing clearly
involves two H-bonds judging from the N3(C17)-O2(C3)
and N4(C17)-N3(C3) distances in the structures, both
author teams assigned only a single H-bond to the C17:
C3 pair (N4-N3; see, i.e., Figure 5b in ref 36). Thus, they
may have overlooked that C17 is protonated. Protonation
is consistent with the base-pairing mode, the presence of
a phosphate at H-bonding distance from N4 and C5 of
C17, an lp‚‚‚π interaction involving O2 of a neighboring
U and the face of C17 (see Figure 4a of ref 37), and the
pH conditions used in the crystallization experiments (6-


6.5; Figure 5D). The pairing mode of C is a reliable
indicator of its protonation state and initially led us to
conclude that a functionally important C in the structure
of a frameshifting RNA pseudoknot is protonated and
engages in an lp‚‚‚π interaction (Figure 1C; ref 11 and cited
lit.).


B. Results of Ab Initio Calculations. To assess the
stabilities of the lp‚‚‚π interactions described above, we
calculated point-energies at the DFT/6-31G* level for
model systems (Figure 5) based on the crystallographic
coordinates retrieved from the Protein Data Bank (http://
www.rcsb.org).38 The stacking of a deoxyribose on the
guanine base as observed in Z-DNA is practically neutral
in terms of the interaction energy (Figure 5A, ∆E(lp-π)).
However, a cooperative effect by a modulator such as
Mg2+ coordinated to N7 of G results in a sizeable stabiliza-
tion (ca. -2 kcal/mol). Not surprisingly, a hypothetical


FIGURE 5. Point-energies of lp‚‚‚π interactions in kcal/mol calculated at the DFT/6-31G* level of theory using crystallographic coordinates.
The four systems analyzed are (A) the 2′-deoxyribose sugar of C stacked on the 3′-adjacent G in Z-DNA,10 (B) the Ψ-turn in tRNAPhe,41 (C) the
GUAA-turn in the structure of the all-RNA hammerhead ribozyme,37 and (D) the protonated C adjacent to the cleavage site in the same
hammerhead ribozyme. π refers to the aromatic system (nucleobase) and lp and M (modulator) to the moieties interacting with the nucleobase
face-on and in-plane, respectively. In the model shown in panel A, both protonation of G and a Mg2+ coordinated to N7 were assessed as
modulators, and the energy ∆E(lp-πM) is for the complex with G+. In the model shown in panel D, only C17 (thick lines) was considered in
the calculation, but C3 is included to show the formation of the putative C+:C base pair with two H-bonds. The phosphodiester moiety in DNA
and RNA was modeled as a dimethyl phosphate anion.
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protonation of G at O6 leads to even higher stability of
the lp‚‚‚π interaction (>-5.6 kcal/mol; Figure 5A). Simi-
larly, the lp‚‚‚π interaction between phosphate and
pseudouridine in the U-turn is stabilizing when consid-
ered alone (Figure 5B). However, the in-plane H-bond
between a phosphate group and Ψ diminishes the strength
of the lp‚‚‚π interaction. This is not surprising, as one
would expect a H-bond between the aromatic moiety and
a strong acceptor such as a phosphate to exert a negative
cooperative effect on the lp‚‚‚π interaction. In some ways,
this scenario constitutes the opposite of the coordination
of a metal cation to guanine in Z-DNA, which leads to a
positive polarization of the nucleobase and thus enhances
the lp‚‚‚π interaction. Cooperative effects of conventional
and unconventional hydrogen bonds involving imidazole
have recently been analyzed in detail with theoretical
means.39


Ab initio equilibrium geometry calculations (MP2/6-
31G*) indicate that the “pairing” between a phosphate
group and U virtually matches the base pairing energy of
A and U (Figure 6). The close correspondence of the
binding energies in the two pairs is noteworthy. In light
of this observation, it is probably reasonable to view the
stacking of the phosphate on uracil (or Ψ) in the RNA
U-turn as an interaction that is tolerated rather than
significantly stabilizing. Clearly, as compared to the
contributions to stability of the turn due to base stacking
and H-bonds, the phosphate-base sandwich is of sec-
ondary importance. This is consistent with the results of
the point-energy calculations for the lp‚‚‚π interaction


between phosphate and G in the model system for the
GUAA tetraloop, which actually indicate a destabilizing
effect (Figure 5C). On the contrary, the lp‚‚‚π interaction
between O2(U) and C+ near the scissile bond in the
structure of the hammerhead ribozyme makes a favorable
contribution to stability, although the in-plane H-bond
to a phosphate group again leads to a reduced net stability
of the interaction between carbonyl oxygen and base
(Figure 5D). While the numerical data certainly need to
be treated with the necessary caution, it is probably
justified to conclude that lp‚‚‚π interactions in nucleic
acids can make significant contributions to stability when
the nucleobase is positively polarized due to the particular
chemical environment or when it involves protonated
cytosine. By analogy, the presence of an lp‚‚‚π interaction
in the structures of DNA and RNA may serve as a reporter
of an unusual polarization or protonation state of a
nucleobase.


V. Lone Pair‚‚‚π Interactions in Proteins
Steiner inspected 75 protein crystal structures at resolu-
tions <1.1 Å with the goal to establish OW-H‚‚‚π interac-
tions between water and aromatic residues.18 The posi-
tions of water hydrogen atoms cannot be reliably deter-
mined in X-ray crystal structures of proteins even at high
resolution. Therefore, the local environment of water was
screened in the hope of confirming the existence of an
H‚‚‚π interaction based on the distribution of acceptor and
donor atoms around the water molecule. Of the 18 water
molecules found in close contact with Phe, Tyr, or Trp,
five were deemed to be “likely” engaged in an H‚‚‚π
interaction, and two were deemed “unlikely” cases. For
the majority of the remaining cases (9), it was concluded
that it was impossible to determine whether the close
water-aromatic contact corresponded to an H‚‚‚π inter


FIGURE 6. Comparison between the equilibrium interaction energies
in kcal/mol (distances in Å) obtained at the MP2/6-31G* level for
(A) a Watson-Crick A:U base pair and (B) an in-plane uracil-
phosphate interaction (P:U). The P:U “pair” is a component of the
RNA U-turn motif (see Figures 1B, 5B).


FIGURE 7. Dependence of the point-energies ∆E obtained from
ab initio calculations at the MP2/6-31G* level on the distance
between oxygen (water) and the ring centroid of Tyr or Trp (five-
membered ring) for H‚‚‚π (Tyr b, Trp O)- and lp‚‚‚π (Tyr 9, Trp
0)-type interactions. Only the side chains of Tyr (p-cresol, 4-meth-
ylphenol) and Trp were considered in the calculations. The water
molecule approaches along the normal to the ring plane with either
an O-H bond or the oxygen lone pairs pointing into the face of the
π system. The lower curves (Tyr 2, Trp 4) show values for ∆∆E )
∆E(H‚‚‚π) - ∆E(lp‚‚‚π).
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action; only in two cases the possibility of an H‚‚‚π
interaction was rejected.18


We revisited the water coordination in each case and
also looked into the second and third coordination shells
to see if these would shed light on the orientation of the
water molecule relative to the aromatic moiety. Indeed,
the H-bonding environment of water alone cannot estab-
lish whether the water engages in an H‚‚‚π or an lp‚‚‚π
interaction. However, the distance between OW and ring
centroid is g3.1 Å in all cases, and none of the contacts
involves His. In all instances of experimentally observed
lp‚‚‚π interactions discussed before, the distance between
oxygen and ring centroid is clearly below 3 Å. This
distance range is confirmed by the results of ab initio
calculations (Figure 4).7,15 Therefore, the distances of OW‚
‚‚π interactions observed in the protein structures argue
against an orientation of the water with either one or both
lone pairs directed into the face of Phe, Tyr, or Trp. Point-
energies calculated for H‚‚‚π and lp‚‚‚π interactions
between water and either Tyr or Trp as a function of the
distance between water oxygen and ring centroid es-
sentially support this conclusion (Figure 7). Neither Tyr
nor Trp exhibit a polarization that is conducive to forma-
tion of an lp‚‚‚π interaction, contrary to a protonated His
that favors interaction with a lone pair (Figure 4A).


What about the two cases for which Steiner had
deemed the formation of an lp‚‚‚π interaction impossible?
Figure 8 depicts the two water‚‚‚Τyr contacts, with the
water molecule surrounded by two or more conventional
H-bond acceptors in both cases. The most obvious
scenario is that water donates in H-bonds; therefore, it
appears likely that the water directs a lone pair into the
ring. However, in both cases it is possible to orient the
water molecule in a way that both satisfies the surround-
ing acceptors (i.e., by sharing a water hydrogen atom) and
allows formation of an H‚‚‚π interaction (data not shown).
As pointed out above, the OW‚‚‚centroid distances are
considerably longer than expected for an lp‚‚‚π interac-
tion. On the other hand, not every short contact observed
in a crystal lattice needs to be stabilizing. Accordingly, in
both examples shown in Figure 8, it is possible that water
forms strong H-bonds to the different acceptors even if
that resulted in a destabilizing lp‚‚‚π interaction with Tyr.


Irrespective of such considerations, we can infer that the
formation of an lp‚‚‚π interaction between amino acids
and water in the structures of proteins occurs only very
rarely.


VI. Conclusions
We have reviewed known and potential lp‚‚‚π interactions
in the crystal structures of small molecules, oligonucle-
otides, and proteins. Ab initio calculations provide evi-
dence that among the aromatic moieties encountered in
biomacromolecules, U (and Ψ), C+, and His+ are the most
likely to engage in an lp‚‚‚π interaction. When the interac-
tion involves a positively charged aromatic system, the
resulting binding energy can match that of a strong
hydrogen bond. Although there are examples of oxygen
lone pairs interacting with the π face of U (or Ψ; carbonyl,
phosphate anion) and C+ (water), the experimental ob-
servation of an lp‚‚‚His+ contact remains elusive. The
different distances between oxygen and the aromatic
plane for lp‚‚‚π (,3 Å) and H‚‚‚π interactions (.3 Å)
render the distinction between them quite straightforward.
The decision whether the interaction is of the lp‚‚‚π or
the H‚‚‚π type can be challenging when the oxygen atom
approaching the aromatic system belongs to a water
molecule. This is because the location of hydrogen atoms
is not reliably known in crystal structures of proteins even
at very high resolution. The renewed interest in neutron
macromolecular crystallography should prove helpful in
this respect and may lead to the identification of lp(water)‚
‚‚His+ interactions. At the very least, the reader should
appreciate that not every close contact between an oxygen
atom and the π face of an aromatic moiety represents an
H‚‚‚π interaction. Clearly, stabilizing lp‚‚‚π interactions are
going to be more common with nucleic acids than with
proteins because nucleobases can be positively polarized
(unlike Phe, Tyr, and Trp) and the backbone of the former
is devoid of potential H-bond donors except for the RNA
2′-hydroxyl group. Unfortunately, a systematic search of
the structures of nucleic acids and nucleic acid-protein
complexes stored in the Protein Data Bank with the goal
to retrieve additional examples of lp‚‚‚π interactions is
currently impossible as search tools such as Relibase40 are
only designed to handle protein-protein and protein-
water interactions.
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(28) Quiñonero, D.; Garau, C.; Rotger, C.; Frontera, A.; Ballester, P.;
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